
D05.4 Design of the Cross-Domain Security
Services

(M31) May 2008

Project number IST-027635

Project acronym Open_TC

Project title Open Trusted Computing

Deliverable Type Report 

Reference number IST-027635 /D01.2/V02 Final 

Title D05.4 Design of the Cross-Domain Security
Services

WPs contributing WP05

Due date May 2008 (M31)
Actual submission date May 26, 2008

Responsible Organisation IBM (Matthias Schunter)

Authors CUCL, HP, IBM, RUB, Polito

Abstract This report describes the final design of the
OpenTC security services. The design will be
implemented for the 2008 Demonstrator of a
“Virtual Data Center”.

Keywords OpenTC, Virtualization, Trusted Computing,
Security Services

Dissemination level Public

Revision V02 Final

Instrument IP
Start date of the
project 1st November 2005

Thematic Priority IST Duration 42 months



D05.4 Design of the Cross-Domain Security Services 

If you need further information, please visit our website www.opentc.net or contact
the coordinator:

Technikon Forschungs-und Planungsgesellschaft mbH
Burgplatz 3a, 9500 Villach, AUSTRIA
Tel.+43 4242 23355 –0
Fax. +43 4242 23355 –77
Email coordination@opentc.net

The information in this document is provided “as is”, and no guarantee
or warranty is given that the information is fit for any particular purpose.

The user thereof uses the information at its sole risk and liability.



Design of the Cross-Domain Security Services

OpenTC Workpackage 51

OpenTCDeliverable D05.4
V02 – Final Revision. 6505 (OpenTC Public (PU))

2008/05/26



ABSTRACT

This report describes the final design of the OpenTC securityservices. This design will
be implemented for the 2008 Demonstrator of a “Virtual Data Center”. It is based on
the research documented in Deliverable D05.1 "Basic Security Services” and D05.2
“Security Services Proof of Concept”.

The goal of this deliverable is to describe and explain the detailed concepts and
design of our security services. These security services manage the security policies
for our virtual machine platform and enforce them in collaboration with the underlying
Xen or L4 hypervisors.
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Chapter 1

Introduction and Outline

1.1 Introduction

Hardware virtualization is enjoying a resurgence of interest fueled in part by its cost-
saving potential. By allowing multiple virtual machines tobe hosted on a single phys-
ical server, virtualization helps improve server utilization, reduce management and
power costs, and control the problem of server sprawl.

A prominent example in this context is data centers. Theinfrastructure provider,
who owns, runs, and manages the data center, can transfer thecost savings to its cus-
tomers oroutsourcing companies, whose virtual infrastructures are hosted on the data
center’s physical resources. A large number of the companies that outsource their op-
erations are small and medium businesses or SMBs, which cannot afford the costs of a
dedicated data center in which all the data center’s resources are used to host a single
company’s IT infrastructure. Hence, the IT infrastructurebelonging to multiple SMBs
may be hosted inside the same data center facility. Today, even in such “shared” data
centers, each run on distinct physical resources and there is no resource sharing among
various customers. In this so-calledphysical cagesmodel, the customers are physically
isolated from each other in the same data center.

Limited trust in the security of virtual datacenters is one major reason for customers
not sharing physical resources. Since management is usually performed manually, ad-
ministrative errors are commonplace. While this may lead todown-times in virtual
datacenters used by a single customer, it can lead to information leakages to competi-
tors if the datacenter is shared. Furthermore, multiple organizations will only allow
sharing of physical resources if they can trust that security incidents cannot spread
across the isolation boundary separating two customers.

Security Objectives Our main security objective is to provide isolation among dif-
ferent domains that is comparable1 with the isolation obtained by providing one infras-
tructure for each customer. In particular, we require a security architecture that protects
those system components that provide the required isolation or allow to verifiably rea-
son about their trustworthiness of and also of any peer endpoint (local or remote) with
a domain, i.e., whether they conforms to the underlying security policy.

We achieve this by grouping VMs dispersed across multiple physical resources
into avirtual zonein which customer-specified security requirements are automatically

1Note that unlike physical isolation, we do not solve the problem of covert channels.
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6 OpenTC D05.4 – Design of the Cross-Domain Security Services

enforced. Even if VMs are migrated (say, for load-balancingpurposes) the logical
topology reflected by the virtual domain should remain unchanged. We deploy Trusted
Computing (TC) functionality to determine the trustworthiness (assure the integrity) of
the policy enforcement components.

Such a model would provide better flexibility, adaptability, cost savings than to-
day’s physical cages model while still providing the main security guarantees required
for applications such as datacenters.

Hardware Platform
Hypervisor

Security Services

VMA1 VMA2 VMA3 VMA4

TVD1
Master
TVD1
Master
TVD1
Master

Proxy1 …Proxy2

Hardware Platform
Hypervisor

Security Services

VMB1 VMB2 VMB3 VMB4

Proxy1 …Proxy2

Figure 1.1: TVD Architecture: High-Level Overview.

Contribution In this deliverable, we provide a blueprint for realizing a logical cages
model, in particular for virtualized data centers, based ona concept called Trusted
Virtual Domains or TVDs [11]. Based on previous work, we describe a security man-
agement framework that helps to realize the abstraction of TVDs by guaranteeing reli-
able isolation and flow control between domain boundaries. Our framework employs
networking and storage virtualization technologies as well as Trusted Computing for
policy verification. Our main contributions are (1) combining these technologies to
realize TVDs and (2) orchestrating them through a management framework that auto-
matically enforces isolation among different zones. In particular, our solution aims at
automating the verification, instantiation and deploymentof the appropriate security
mechanisms and virtualization technologies based on an input security model, which
specifies the required level of isolation and permitted information flows.

1.2 Outline of this Report

We first survey background and related work in Chapter 2. The first technical part of
this report describes the integrity and assurance management of the OpenTC Security
Services. This has two aspects: In Section 3 we describe how integrity statements
about virtual machines can be made and how data can be bound tothe integrity of a
machine. We also describe how to protect the privacy of usersusing our system.

OpenTC Document D05.4/V02 – Final R6505/2008/05/26/OpenTC Public (PU)



CHAPTER 1. INTRODUCTION AND OUTLINE 7

In Section 4 we extend these results to cover hierarchical integrity management,
i.e., the integrity protection of packages of multiple virtual machines and the related
components.

The second technical part of this report covers secure channels. Chapter 5 describes
how to establish a secure channel while verifying the integrity of the peer. This allows
users to not only guarantee the integrity of a given machine but also to securely connect
to the machine that has been validated.

In Chapter 6 we conclude this report and point out selected open problems.

OpenTC Document D05.4/V02 – Final R6505/2008/05/26/OpenTC Public (PU)



Chapter 2

Related Work

Virtualization and Trusted Computing have gained prominence in the past ten years
as commercial interests have led to consolidating multiplevirtual machines on a sin-
gle physical host. Virtualization enables simple consolidation and isolation while
Trusted Computing promises increased security guarantees. In this section, we in-
troduce Trusted Computing technology in Section 2.1 and virtualization in Section 2.2.
Furthermore, secure networking and other concepts appliedin this report are described.

2.1 Trusted Computing

Trusted Computing technology aims to provide a cryptographic guarantee of the in-
tegrity of a computing platform. Arbaughet al. developed AEGIS [7], the architecture
on which most subsequent Trusted Computing systems are based. AEGIS is respon-
sible for introducing two fundamental concepts: the use of cryptographic hashes (in-
tegrity measurements) of platform code to demonstrate integrity, and thechain of trust.

A piece of code has integrity if it has not been changed in an unauthorized manner
during a defined period of time. Any change, however small, tothe code would result in
a complete change in the hash value: the hash is therefore a concise means of represent-
ing the code. The integrity of an entire platform can be captured by starting the boot
process with acore root of trust for measurement (CRTM), which might be a BIOS
boot block, for example. The CRTM loads the next component inthe boot process,
measures (hashes) it, and stores that measurement in a secure location. That compo-
nent then carries out whatever processing is necessary before loading and measuring
the next component, and chaining the measurement to the secure log. This process re-
peats until all trusted components are loaded. The integrity of the whole platform can
then be proved by induction over the log of integrity measurements.

AEGIS inspired the most common Trusted Computing architecture, which is de-
fined by the Trusted Computing Group [74]. In this architecture, every computer
contains a secure co-processor, known as a Trusted PlatformModule (TPM), which
enables the enforcement of security policies by controlling access to cryptographic
material and primitives. It also provides secure storage inthe form of Platform Config-
uration Registers (PCRs), which may only be reset orextended. Extension is used to
represent an entire chain of trust in a single register, and we discuss this further in Sec-
tion 4.3. A secure boot-loader, such as OSLO [38], is required to ensure that the initial
state of the TPM reflects the first component that is loaded. Thereafter, all subsequent
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CHAPTER 2. RELATED WORK 9

platform components, including the operating system kernel and device drivers, can be
securely loaded by the preceding component.

The TPM features we leverage are integrity measurement, sealing, and attestation.
Measurementof a component involves computing the SHA-1 hash of the binary code
of that component. The sequence of measured values are stored in ameasurement log,
external to the TPM.Sealingis a TPM operation that is used to ensure that a certain
data item is accessible only under platform configurations reflected by PCR values.
Theunsealingoperation will reveal the data item only if the PCR values at the time of
the operation match the PCR value specified at the time of sealing. Attestationrefers
to the challenge-response style cryptographic protocol for a remote verifier to query
the platform measurement values recorded and for the platform to reliably report the
requested values. The verifier first sends a challenge to the platform. The platform
invokes theTPM_Quote command with the challenge as a parameter. The invocation
also carries an indication of which PCRs are of interest. TheTPM returns a signed
quotecontaining the challenge and the values of the specified PCRs. The TPM signs
using the Attestation Identity Key (AIK), whose public key is certified by a third party
that the verifier trusts. The platform then replies to the verifier with the signed quote
along with log information that is necessary to reconstructthe platform’s configuration.
Based on the reply, the verifier can decide whether the platform is in an acceptable state.

A further consideration is the Trusted Computing Base (TCB). This term is used
inconsistently in the literature, and we prefer the definition from Hohmuthet al, who
refer to “the set of components on which a subsystem S dependsas theTCB of S.” [34]
Therefore a single platform could contain multiple TCBs, depending on the set of ap-
plications that runs on it. In this work, we refer to theplatform TCBas the set of
components on which all other platform components depend, and theapplication TCB
as the set of components on which a particular application depends. This distinction
can be illustrated by considering the following scenario. Aweb browser depends on
HTML rendering for correct execution: therefore the rendering is in the application
TCB of the browser. However (assuming a sensible implementation), the rendering
could not compromise the entire platform: therefore it is not in the platform TCB.

2.2 Machine Virtualization

Virtualization makes it possible to partition the resources of a computer platform –
such as memory, CPU, storage, and network connections – among severalvirtual ma-
chines (VMs), which provide an interface that resembles physical hardware. A virtual
machine monitor (VMM)runs beneath the VMs and is responsible for securely (and
fairly) multiplexing access to the physical resources. In addition, to preserve isolation
between the VMs, the VMM executes privileged instructions on behalf of the guest
VMs. In our work, we consider an architecture whereby the VMMis the only code
that runs at the highest privilege level; alternative approaches place the VMM inside a
host operating system kernel [58, 70]. In particular, we consider the Xen VMM [20].

VMMs are increasingly used in the development of secure computing systems [15,
67, 17]. The typical argument for using a VMM is that the amount of code is relatively
small by comparison to a full operating system: the Xen VMM comprises approxi-
mately100, 000 lines of code, while a recent version of the Linux kernel comprises
approximately over6 million lines of code. The compactness of a VMM therefore
makes it more trustworthy than a monolithic kernel. It can therefore be argued that it is
feasible to include a VMM inside a minimal TCB. Note that security flawswithin a VM

OpenTC Document D05.4/V02 – Final R6505/2008/05/26/OpenTC Public (PU)



10 OpenTC D05.4 – Design of the Cross-Domain Security Services

are not solved by a standard VMM (although specialized VMMs,such as SecVisor, do
address this problem [67]). However, the isolation properties of a VMM ensure that
the compromise of one VM cannot affect another VM. Therefore, virtualization can be
used to host applications from mutually distrusting organizations on the same physical
machine, or to provide a sand-box for executing untrusted code.

Trusted virtualization extends the concepts from Trusted Computing, such as chains
of trust, into virtual machines. These can be used to attest the state of a VM to a third
party [27], or to provide the illusion of a physical TPM to applications running within
a VM [9].

To provide context for our Xen-based prototype, we familiarize the reader with the
Xen VM architecture, which is shown in Figure 3.1. In Xen-speak, running instances
of VMs are calleddomains. A special domain, called Dom0, is the first domain that
is created. Normally, this domain controls all other domains, called user domains or
DomUs. For a given physical device, the native device driveris part of at most one
VM. If the device is to be shared with other VMs, then the VM with the native device
driver makes the device available throughdevice channelsimplemented using shared
memory. For that purpose, the VM with the native device driver provides aback-end
driver, and any VM that wants to share the device exports a virtual device driver called
the front-end driverto the back-end driver. Every front-end virtual device has to be
connected to a corresponding back-end virtual device; onlythen does the front-end de-
vice become active. The mapping is many-to-one, i.e., many front-end virtual devices,
one from each user domain, may be mapped to a single back-end virtual device.

2.3 Trusted Virtual Domains

A TVD is represented by a set of distributed virtual processing elements (VPE) (e.g.,
virtual machines) and a communication medium interconnecting the VPEs, and pro-
vides a policy and containment boundary around those VPEs. VPEs within each TVD
can usually communicate freely and securely with each other. At the same time, they
are sufficiently isolated from outside VPEs, including those belonging to other TVDs.
Here, isolation loosely refers to the requirement that a dishonest VPE in one TVD can-
not send messages to a dishonest VPE in another TVD, unless the inter-TVD policies
explicitly allow such an information flow.

Each TVD has an associatedinfrastructurewhose purpose is to provide a unified
level of security to member VPEs, while restricting the interaction with VPEs outside
the TVD to pre-specified, well-defined means only. Unified security within a domain
is obtained by defining and enforcingmembership requirementsthat the VPEs have
to satisfy before being admitted to the TVD and for retainingthe membership. Each
TVD defines rules regarding in-bound and out-bound network traffic. Their purpose is
to restrict communication with the outside world.

The concept of TVD, in the form as considered in this paper, was introduced in [11].
Later, a secure network virtualization framework was proposed in [] aiming to realize
the abstraction of TVDs in [11]. The focus [] is a security-enhanced network virtual-
ization, which (1) allows groups of related VMs running on separate physical machines
to be connected together as though they were on their own separate network fabric, and
(2) enforces cross-group security requirements such confidentiality, integrity, and flow
control. However, the work in [] focuses solely on the securenetwork virtualization
aspects rather than integrating and exploiting of trusted computing functionality.

OpenTC Document D05.4/V02 – Final R6505/2008/05/26/OpenTC Public (PU)



CHAPTER 2. RELATED WORK 11

2.4 Property-Based Attestation

Integrity verification of applications and their underlying Trusted Computing Base
(TCB) helps enforcing security policies in a distributed system. The TCG solution for
remote integrity verification are mechanisms called remotebinary attestation, remote
binary binding, andbinary sealing. Loosely speaking, binary attestation and binary
binding are based on a measurement of the chain of executed code using a crypto-
graphic digest. This fixes and reveals the exact binaries of aplatform, which is privacy
invasive and limits scalability. A more general and flexibleextension to the binary at-
testation isproperty-based attestation[60, 56, 41]: attestation should only determine
whether a platform configuration or an application has a desired property. Property-
based attestation/binding should determine whether the target machine to be attested
fulfills certain requirements (e.g., provides certain access control methods). This avoids
revealing the concrete configuration of software and hardware components. For exam-
ple, it would not matter whether Web browserA or B is used, as long as both have the
same properties.

Some proposals in the literature consider the protection and prove the integrity of
computing platforms in the context of secure and authenticated (or trusted) boot (see,
e.g., [7], [21], [65], [68], [83]). A high-level protocol for property-based attestation
is presented in [56]. The solution is based on property certificates that are used by
a verification proxy to translate binary attestations into property attestations. In [60]
the authors propose and discusses several protocols and mechanisms that differ in their
trust models, efficiency, and the functionality Aoffered bythe trusted components. In
particular, [60] discusses how the TSS, the TPM library proposed by the TCG, can
provide a property-based attestation protocol based on theexisting TC hardware with-
out a need to change the underlying trust model. Another refinement of this idea is
proposed in [41]. Moreover, based on ideas of [60], [14] proposes a cryptographic
zero-knowledge protocol for anonymous property-based attestation.

In [32] the authors proposesemantic remote attestationusing language-based
trusted virtual machines (VM) to remotely attest high-level program properties. The
general idea is to use a trusted virtual machine (TrustedVM)that verifies the security
policy of the machine that runs within the VM.

In [45], [47] and [46] the authors propose a software architecture based on Linux
providing attestation and binding. The architecture bindsshort-lifetime data (e.g., ap-
plication data) to long-lifetime data (e.g., the Linux kernel) and allows access to that
data only if the system is compatible to a security policy certified by a security admin-
istrator.

2.5 Trusted Channels

The standard approach for creating secure channels over theInternet is to use secu-
rity protocols such as Transport Layer Security (TLS) [19] or Internet Protocol Se-
curity (IPSec) [39], which aim at assuring confidentiality,integrity, and freshness of
the transmitted data as well as authenticity of the involvedendpoints. However, se-
cure channels do not provide any guarantees about the integrity of the communication
endpoints, which can be compromised by viruses and Trojans.Based on security archi-
tectures that deploy Trusted Computing functionality, onecan extend these protocols
with integrity reporting mechanisms as proposed in [28] forthe case of TLS.

OpenTC Document D05.4/V02 – Final R6505/2008/05/26/OpenTC Public (PU)



Chapter 3

Policy Enforcement and
Compliance Proofs for Xen
Virtual Machines

Bernhard Jansen, HariGovind V. Ramasamy, Matthias Schunter (IBM)

3.1 Introduction

Hardware virtualization is enjoying a resurgence of interest fueled in part by its cost-
saving potential in data centers. By allowing multiple virtual machines to be hosted
on a single physical server, virtualization helps improve server utilization, reduce man-
agement and power costs, and control the problem of server sprawl.

We are interested in the security management of virtual machines, i.e., the pro-
tection, enforcement, and verification of the security of virtual machines. Security
management is a non-trivial problem even in traditional non-virtualized environments.
Security management of virtual machines (VMs) is even more complicated because the
virtual machines hosted on a given physical server may belong to different virtual orga-
nizations, and as a result, may have differing security requirements. Protecting a VM
against security attacks may be complicated by inadequate isolation of the VM from
other VMs hosted on the same server. Verifying the security of a VM may be compli-
cated by confidentiality requirements, which may dictate that the information needed
for verification of a VM’s configuration should not divulge configuration information
of other co-hosted VMs.

We address two main problems relating to security management, particularly in-
tegrity management, of VMs: (1) protecting the security policies of a VM against
modification throughout the VM’s life cycle, and (2) verifying that a VM is compliant
with specified security requirements. We describe a formal model that generalizes in-
tegrity management mechanisms based on the Trusted Platform Module (TPM) [78] to
cover VMs (and their associated virtual devices) and a widerrange of security policies
(such as isolation policies for secure device virtualization and migration constraints for
VMs). On TPM-equipped platforms, system compliance can be evaluated by checking
TPM register values. Our model allows finer-grained compliance checks by handling
policies that can be expressed as predicates on system log entries. Verifying compliance
involves showing that the system integrity state, as reflected by secure write-only logs,

12



CHAPTER 3. COMPLIANCE PROOFS FOR XEN 13

satisfies certain conditions. We build on previous work by others [27, 31, 63, 65, 9]
who have used the Trusted Platform Module (TPM) [78] to protect the integrity of the
core virtual machine monitor (VMM) and to reliably isolate VMs. Based on the formal
model, we describe an integrity architecture called PEV (which stands for protection,
enforcement, and verification) and associated protocols. The architecture incorporates
integrity protection and verification as part of the virtualization software itself, and at
the same time enhances its policy enforcement capabilities. We describe a prototype
realization of our architecture using the Xen hypervisor [8]. We demonstrate the policy
enforcement and compliance checking capabilities of our prototype through multiple
use cases.

Our generalized integrity management mechanisms are both extensible and flexi-
ble. Extensibilitymeans that it is possible to guarantee compliance even if newvirtual
devices are attached to the VMs.Flexibility means that the verifier is able to spec-
ify which aspects of the enforced security policies are of interest, and obtain only the
information corresponding to those aspects for validationof system compliance.

Physical Hardware

Management 
of security, 

devices, 
VMs, and I/O

Dom0

GuestOS

User
Software

DomU 1

GuestOS

User
Software

DomU 2

GuestOS

User
Software

DomU 3

VMM Core

Figure 3.1: Xen virtual machine architecture

3.2 Formal Integrity Model for Virtual Machines

Figure 3.2 shows our system model for integrity management.At a high level, the
system consists of VMs and a TCB, and is configured through policies. The TCB peri-
odically logs the integrity state of the rest of the system. The log repository contains a
record of the integrity history of the system, and issecure write-only, i.e., log entries,
once written, cannot be modified or removed by any entity in the rest of the system.
The log data includes the list of software components, configuration parameters, poli-
cies, and any updates to them. The log contents are useful in evaluating compliance
with those security properties that can be expressed as predicates on the contents. The
compliance proof involves showing that correct policies and healthy policy enforce-
ment mechanisms are in place. The TCB also provides conditional release of secrets,
where the condition is expressed as predicates on the log data. That allows a sensitive
data item and a condition to be stored such that the data item is released only if the log
data satisfies the condition specified.

For flexibility and extensibility, the log data is stored in atree structure instead
of a monolithic log file. The log treeT is shown in Figure 3.3. Each tree node is a
triple containing log data for one system component. To keepthe tree size manageable,
only those components that have an impact on the system’s integrity or those that are
of interest from an integrity verification point of view are represented in the log tree.
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14 OpenTC D05.4 – Design of the Cross-Domain Security Services
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Figure 3.2: System model for integrity management
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Figure 3.3: TreeT of log entries

A triple for a componentk contains an identifieridk, a component typetypek, and a
vectorlogk of log values. Sub-components are modeled as children of a node. The tree
can be extended by adding or removing children nodes. For example, the addition of a
new virtual device to a VM can be easily reflected in the log tree by adding a new node
as a child of the sub-tree that corresponds to the VM.

The integrity requirements of a user or verifier are modeled by Π(p(T )), whereΠ
is a predicate andp() is a projection function. We introduce the notion of aprojection
function, denoted byp(), to model the specific aspects of the system’s integrity state
that is of interest to a user or verifier. For example, a verifier may be interested only in
a disk’s access control list and not the actual disk contents. When applied on the log
tree, the function returns a subset of the tree nodes and a subset of the vector elements
from the log vector of each node. Formally,p(T ) = {lk}, wherelk ∈ logk, and
(idk, typek, logk) ∈ T .

We now use our formal model to generalize TPM-based integrity protection and
verification. We also enhance our model by adding access control to the log contents.

3.2.1 Generalized Sealing to Protect Integrity

A TPM-equipped system canseala data item, i.e., the system can encrypt the data item
and bind it to the system configuration prevalent at the time of sealing. The system
configuration is reflected by the contents of a specified subset of the TPM’s PCRs. The
data item may be a key generated by the TPM itself or somethinggenerated outside the
TPM. Decryption of the data item, calledunsealing, is possible only when the system
configuration (reflected by the contents of the same subset ofPCRs) is the same as that
at the time of sealing.

We generalize sealing for protecting the integrity of a sensitive data itemd by mak-
ing d inaccessible to the system (or some component) unless specified integrity re-
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quirements are met. We use two operations,seal andunseal, to model the concept of
generalized sealing. LetTx denote the log tree at timetx. The seal operation, per-
formed at timets, takes as input the data itemd, a projection functionp(), a sealing
predicateΠ, and the public partKp of an encryption keyK. The operation logsp()
andΠ, and encryptsd usingKp to produce the encrypted outpute. Thus, the contents
of Ts includep() andΠ. Theunseal operation, performed at timetu (wheretu > ts),
takes as inpute andTu, and outputsd iff the conditionΠ(p(Tu)) holds. In other words,
the private part of the keyK used for decryptinge is revealed iff the condition holds.
Here,p() andΠ are retrieved from the log. A simple sealing predicate may just com-
pare the result ofp(Tu) with a reference value (e.g.,p(Ts)). A more complex predicate
may extract the high-level properties of the system fromp(Tu) and compare them with
desired properties (similar to property-based attestation [56, 60]).

One can easily see that our generalized sealing concept covers the special case of
TPM sealing. For TPM sealing,Tu consists of the values in the PCRs; the projection
functionp() specifies the subset of PCRs whose values are of interest for assessing the
system’s integrity; the sealing predicateΠ checks whether their values at the time of
unsealing are the same as at the time of sealing.

3.2.2 Generalized Attestation to Verify Integrity

A TPM-equipped system can use the TPM to engage in a challenge-response style
cryptographic protocol, calledattestation, with a verifier. The protocol allows the ver-
ifier to query and reliably obtain the measurement values forthe system stored in the
PCRs of the TPM. Reliable reporting of the measurement values is due to the signing
of the values by the TPM, which is trusted by the verifier. Based on these values, the
verifier can assesses the integrity state and the trustworthiness of the system.

We generalize attestation so that the verifier can specify which aspects of the sys-
tem’s integrity state are of interest to her. In our model, the attestation operation
attest() obtains as input a challengec, an attestation predicateΠ, a projection function
p(), and a secret keyKs. The operation outputs a signed messagesignKs

(f(p(T )), c).
Our attestation operation is a generalization of both binary and property-based at-

testation [56, 60, 32]. For binary attestation, the predicate Π is simply the identity
function, i.e.,Π(x) = x, and the result of attestation is simply the signature on the
result of the projection function applied on the log tree. TPM attestation is a special
case of binary attestation in whichT simply consists of the values in the PCRs and
the projection functionp() specifies a subset of PCRs. For property-based attestation,
the predicateΠ extracts high-level properties from the result of the projection function
applied on the log tree.

Whereas previous works such as the Integrity Measurement Architecture (IMA)
of of Saileret al. [65] provide a good way of checking the hash of software binaries,
our generalized attestation enables better assessment of the run-time behavior of the
system. In this respect, our model has goals similar to thoseof Haldaret al. [32]. How-
ever, unlike Haldaret al. who focus on attesting the behavior of a software application,
our model has a focus on VMs and virtual devices. For example,our attestation oper-
ation enables a verifier to check the number and type of VMs running on the system.
Because of their reliance on the Java virtual machine which runs on top of an operating
system, their TCB includes the operating system. In contrast, our TCB includes only
the VMM and underlying system layers, and is much smaller than theirs.
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Figure 3.4: Architecture for integrity protection and verification

3.2.3 Access Restriction

The integrity of certain aspects of the system (such as the VMM) may be important to
multiple users. Conversely, certain aspects of the system may be confidential to one
or more users, e.g., the state of a particular VM may be verified only by the users of
that VM. Hence, it is important that attestation and sealingbe applied not directly on
the system state, but on appropriate projections of the state. Furthermore, if a state
that is relevant for integrity verification contains information about multiple users, it
should be possible to prove integrity without revealing theactual state. We formalize
such requirements using two concepts:access restriction specificationandprojection
assessment function.

Given a set of usersU and a log treeT , an access restriction is specified by a
function r() that assigns a subset ofU to each vector element in each node of the
tree. The subset assigned to a given vector element in a givennode is called theaccess
control list (ACL) for that element. Despite the potentially large number of nodes in the
log tree, ACLs can be efficiently implemented by attaching ACLs only to some nodes
and vector elements. ACLs of children nodes may be derived through inheritance of
the parent node’s ACL. Scoping rules may be used to apply an ACL to multiple vector
elements of a given node.

A projection assessment function can determine whether a given projection con-
forms to or violates access restrictions. A projectionp(T ) applied by a useru ∈ U
conforms to the access restriction specificationr() if the output only contains vector
elements in whichu was contained in the ACL. Any predicateΠ for attestation or seal-
ing can be applied on such a projection without violating theaccess restrictions. If the
projection does not conform tor(), then prior to applying the predicate, anaccess filter
is used to hide those parts ofp(T ) thatu is not authorized to see.

3.3 The PEV Integrity Architecture

Figure 3.4 shows the PEV architecture for protecting, enforcing, and verifying the
integrity of VMs and virtual devices. There is acentral integrity managerandcompo-
nent integrity managersthat are associated with individual system components suchas
storage, VMM, networking, and other devices. Each component integrity manager is
responsible for the part of the log tree corresponding to thecomponent. For example,
the storage integrity manager is responsible for maintaining the storage sub-tree of the
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system log treeT . Hereafter, we refer to the central integrity manager asthe Integrity
Manager.

The Integrity Manager has amaster plug-in modulefor each log projection func-
tion that needs to be implemented. The module obtains state information about various
aspects of the system that may be of interest to a potential verifier or user by invoking
the appropriatecomponent plug-in modulesand aggregating their outputs. A compo-
nent plug-in module is part of the component integrity manager and reveals particular
aspects of the component’s integrity that are relevant for the projection function.

In Figure 3.4, the various master plug-in modules are attached to the Integrity Man-
ager are shown using different geometrical shapes (ovals, hexagons, triangles, and
rectangles). For example, the triangular plug-in module measures certain aspects of
system storage and the VMM, as indicated by the presence of triangular component
plug-in modules in the Storage Integrity Manager and VMM Integrity Manager. On
the other hand, the hexagonal plug-in module measures only certain aspects of sys-
tem devices. Each plug-in module has a unique identifier. Themapping between each
plug-in identifier and the functionality provided by the corresponding plug-in module
is made publicly available (e.g., through a naming service or a published table).

3.3.1 Sealing/Unsealing Protocol

At the time of sealing, the user provides the following inputs:

Data The data item to be encrypted during sealing and to be revealed later only if
certain conditions are met.

Key The sealing key whose public part is used for encrypting the data at the time of
sealing, and whose private part is revealed only if the unseal operation completes
successfully.

Identifier(s) of Plug-in Module(s) By listing the identifiers of plug-in modules, a user
can choose what aspects of the system’s integrity state are to be checked prior to
revealing the private part of the sealing key.

Predicate The predicate specifies user-defined conditions that the system’s integrity
state must satisfy at the time of unsealing in order for the private part of the
sealing key to be revealed.

Our sealing protocol requires the log projection functions(described in Sec-
tion 3.2.1) to be implemented as plug-in modules as part of the TCB. The key used
for encrypting the sensitive data item is sealed away against the state of the TCB and
a hash of the user-specified projection functions and sealing predicates. The Integrity
Manager stores the state of the TCB in PCRs that cannot be reset and the hash in a
resettable PCR (sayPCRi). This ensures that the TCB is aware of the conditions to
be satisfied before the key can be revealed to the user. To perform the unseal operation,
the TCB has to ensure thatPCRi still contains the hash of the user-specified projec-
tion function and sealing predicates. Then, the unseal operation reveals the key to the
Integrity Manager. The Integrity Manager then invokes thepredicate evaluatormodule
(Figure 3.4) to check whether the sealing predicates (evaluated on the output of the log
projection function) are indeed satisfied. If that is the case, then the Integrity Manager
reveals the key to the user.
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Figure 3.5: Enforcing access restrictions on system state

The flexibility of our sealing protocol is due to the fact thatarbitrarily complex
conditions to reveal the sealed key can be coded as plug-in modules. The extensibility
arises from the fact that new plug-in modules covering the integrity state of newly
added VMs or virtual devices can be easily added to the TCB.

3.3.2 Attestation Protocol

The verifier initiating the attestation protocol provides as input a challenge (to ensure
freshness) and the identifier(s) of plug-in module(s) that are relevant to evaluating sys-
tem compliance with the verifier’s integrity requirements.The flexibility of our attes-
tation protocol relies on the verifier being able to attest the TCB and requires the log
projection functions (described in Section 3.2.1) to be implemented as plug-in modules
as part of the TCB. The extensibility of our attestation protocols relies on the ability to
add new plug-in modules for new aspects of the system’s integrity state that the verifier
may be interested in.

3.3.3 A Blinding Technique For Enforcing Access Restrictions

Figure 3.5 shows a simpleblindingtechnique that uses acommitment schemeto enforce
access restrictions on the log tree. Cryptographic commitment schemes [30] generally
consist of two phases. The first phase, calledcommit phase, is used to make a party
committo a particular value while hiding that value from another party. It is only in the
second phase, calledreveal phase, that the value isrevealedto the second party. Any
commitment scheme guarantees that (a) the committed value cannot be obtained by the
second party before the reveal phase, and (b) the second party can detect whether the
value revealed is indeed the same value that was committed toin the first phase.

For simplicity, we consider blinding at the granularity of log tree nodes instead of
at the granularity of log vector elements in the tree nodes, i.e., the access restriction
specificationr() assigns a subset ofU to each node of the tree. ArandomtreeR is
bound to the original log treeT through amulti-bit commitment schemeto give the
blinded log treēT . R is a tree that has the same structure as that ofT and whose nodes
are random numbers. Existing commitment schemes such as theone by Damgard et
al. [18] or those based on one-way hash functions can be used for this purpose.
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In a TPM-equipped system, logging is done by extending the PCRs with the mea-
surement values. For blinding, it is the nodes ofT̄ that are actually logged. This
means that instead of doing the normalTPM_extend(n), a TPM_extend(r ⊗ n) is
done, wheren is a node ofT , r is a node ofR, and⊗ denotes the commitment
operation used for hidingn until the reveal phase.

A projection functionp() that conforms to the access restrictions can be realized as
follows: when invoked at the request of useru, p() revealsT̄ and only those nodes in
T that containu in their respective ACLs. Thus,p() implements the reveal phase of the
multi-bit commitment scheme and reveals only those nodes inT thatu is authorized
to access. Due to the guarantees of the commitment scheme, the system cannot invent
arbitrary values for the nodes inT without being detected by the user.

As a result of the blinding technique described above, any user u knows that all
components that have any effect on system integrity have been taken into consideration
in the system log tree; in addition, for those components that it is authorized to access,
u can check whether they indeed have the acceptable configuration and state value, by
comparing with its own reference values that may be providedand certified by a trusted
third party. In particular, if the ACL for the root node isU (i.e., all users can access
the root node), then any user can verify overall system integrity (just from the value of
root(T )) without knowing the exact configuration of any individualcomponent in the
system.

Our approach of using commitment schemes for blinding suffers from the disad-
vantage that two colluding verifiers can learn the values revealed to the other. Alternate
schemes based on zero-knowledge proofs or deniable signatures need to be investigated
to overcome this disadvantage.

3.4 Realization using Xen and Linux

Figure 3.6 shows an example implementation of our PEV architecture with the Xen hy-
pervisor using Linux for Dom0. The main components of our implementation are the
Compartment Manager (CM), Integrity Manager (IM), and the Secure Virtual Device
Manager (SVDM). All components are implemented in Dom0. TheCM is responsi-
ble for the VM life cycle management. As the sole entry point for user commands, it
communicates directly with the hypervisor and orchestrates the IM and the SVDM. Ta-
ble 3.1 shows the mapping between concepts in our formal model and their realization
in our Xen prototype. XSLT is a language for transforming oneXML document into
another XML document [3]. We assume that the XSLT interpreter is part of the TCB.

ThegetCurrentState() function of the CM returns the current state of the physical
machine, which includes the list of hosted VMs, their status(active, suspended, or
hibernating), VM ownership information (e.g., the virtualorganization to which a VM
belongs), the amount of free memory available, etc. Using the result of the function,
a verifier can decide whether the physical machine satisfies the integrity requirements
for performing certain actions (e.g., starting a new VM belonging to a particular virtual
organization).

The IM in our Xen prototype has a storage integrity plug-in (SIP) for measuring var-
ious disk images and files. The IM also has an Attestation & Sealing module (ASM)
that interfaces with the TPM for executing the sealing and attestation protocols (de-
scribed in Sections 3.3.1 and 3.3.2) as well as for invoking normal TPM operations,
such asTPM_Quote. The ASM invokes normal TPM operations through the TPM
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Figure 3.6: Realization using Xen and Linux

Model Xen-based Prototype
Projection p() component measurement plug-in
Predicate Π XSLT stylesheet

Access Filter XSLT stylesheet

Table 3.1: From model to implementation
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Software Stack (TSS) [71], which is the standard API for accessing the functions of
the TPM.

The SVDM is responsible for managing virtual devices such asvirtual hard disks,
virtual block devices, virtual network devices, and virtual TPMs. The service offered
by the SVDM is realized through multiple specialized low-level component plug-in
modules, one for each virtual device. Figure 3.6 shows two plug-ins in our Xen pro-
totype. One is for managing the virtual (encrypted) hard disk and the other one is for
managing the virtual network interface card (NIC).

In Dom0, secure device virtualization is implemented in thekernel space. Tasks
such as configuring virtual devices are done through the SVDMin the user (or applica-
tion) space. The SVDM manages the security properties of devices. For example, a se-
cure hard disk is implemented by means of theDM Crypt loopback device. Similarly,
network virtualization is done by providing virtual NICs for the VMs andbridging
these virtual NICs to the physical NIC. Security for networks has two aspects. Topol-
ogy constraints define which VM is allowed to connect to whichsub-network(s). In
addition, confidentiality requirements dictate which connections need to be encrypted.

Secure management of virtual devices is a complex task. For example, there are
multiple steps involved in starting a virtual hard-disk drive. First, a policy-based check
of the state of the physical machine is done based on the results of getCurrentState()
function. Depending on the logic implemented by the corresponding plug-in, that
check may include verifying the measurements of the hypervisor, binary disk, and the
Dom0 image. Then, the virtual hard-disk is attached with credentials and connected
to a loop device (/dev/loop). The virtual hard-disk may be encrypted, for example,
with a sealing key that is made available only if the platformis in a certain state. The
decryption of the virtual hard-disk image is done using Linux hard-disk encryption.
After decryption, the device file that gives access to the decrypted image is connected
to the front-end. Similar policy-based checks may be done when starting other virtual
devices. For example, before starting a virtual network device, policies may stipulate
that the VM must be in some acceptable state and outside firewalls must be configured
correctly.

3.5 Use Cases

In this section, we describe a few examples of how the components introduced in Sec-
tion 3.4 interact for integrity protection, enforcement, and verification purposes. We
assume that the core TCB (including Xen and Dom0 Linux) has been measured at
start-up time. Additional services may need to be measured based on policy. The mea-
surement can either be done by a trusted boot loader such as TrustedGRUB [2] (which
measures the entire boot image) or by a more fine-grained approach such as Saileret
al.’s IMA [65].

3.5.1 TPM-based Attestation on a VM Disk

Figure 3.7 shows the component interactions for attesting the current state of the TCB
and the status of a VM’s disk image. The user/verifier interacts with the CM through
the attestationRequest call with anattestation descriptoranduser credentialas pa-
rameters (step 1). The attestation descriptor is an XML structure that describes what
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Figure 3.7: TPM-based attestation on a VM disk

aspect of the system’s integrity state the verifier wants attested. In other words, the
attestation descriptor is how the verifier chooses the log projection function suitable
for its purpose. As described before, projection functionsare realized by a set of com-
ponent plug-in modules. Some of these plug-in modules aremeasurement plug-ins,
which not only return the relevant integrity states of the components but are also the
ones measuring their integrity states in the first place. Theattestation descriptor con-
tains one or moremeasurement descriptors. Based on the measurement descriptors,
the IM knows the exact set of measurement plug-ins to invoke.

Figure 3.8 shows an example attestation descriptor as a XML structure. It contains
an <attestation> section, which defines the type of attestation (tpm-based)
and the parameters needed for attestation (the TPM Attestation Identity Key orAIK
and achallenge). Nested in the attestation descriptor is a measurement descriptor,
which specifies a measurement target (measureTarget) and a destination (dest).
The target indicates what is to be measured (in this case, a VMdisk image), whereas
the destination indicates where the result should be stored(in this case, the TPM’s PCR
number 16). The<attestTarget> defines the scope of the requested attestation (in
this case, all PCRs).

Based on the user credential supplied, the CM checks whetherthe verifier has the
right to request attestation of the system sub-states indicated by the attestation descrip-
tor. The check is essentially a way of determining whether the requested projection is
a projection that conforms to the access restriction specification; hence, it is useful in
enforcing access restriction. If the check reveals that theverifier wants to have more
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<attestation-desc>
<attestation type="tpm-based"

challenge="0xaded..."
aik="0xaada3..">

<measurement-desc type="tpm">
<measureTarget name="disk:/dev/sdb1"

dest="PCR16"/>
</measurement-desc>
<attestTarget name="ALLPCRS"/>

</attestation>
</attestation-desc>

Figure 3.8: Attestation descriptor in XML

attested than what he/she is allowed to, then the entire attestation request is denied.
Otherwise, the CM forwards the request to the IM (step 1.1).

The IM extracts the measurement descriptor(s) from the attestation descriptor and
delegates the measurement(s) to the appropriate plug-in(s). In our example, the IM
invokes themeasurevHD function at the SIP passing the measurement descriptor as a
parameter (step 1.1.1). The plug-in completes the requested measurement and returns
the measurement result back to the IM (step 1.1.2). Althoughstep 1.1.2 might look like
an unnecessary extra step, the indirection via the IM allowsthe measurement plug-ins
to be written independent of the TPM or similar future devices that are indicated as
dest.

The IM invokes thewrToTPM function at the ASM with the challenge, theAIK,
the measurement result, and the destination PCR (step 1.1.3). The actual writing of the
result into the PCR happens by theTPM_extend operation (step 1.1.3.1). Thereafter,
a TPM_Quote gets created and returned to the ASM (steps 1.1.3.2 and 1.1.3.3). The
ASM wraps theTPM_Quote into anattestationResponse and returns it to the IM. The
attestationResponse includes not only theTPM_Quote but also the relevant log files.
The IM returns theattestationResponse to the CM (step 1.2), which forwards it to the
verifier (step 2).

A verifier can check the attestation result by recomputing a hash over the attestation
targets (i.e., the relevant log files) specified in theattestationResponse and comparing
the resulting hash with the hash in the PCR from theTPM_Quote.

The PCR in which the measurement result is stored will be reset after the attestation
process has finished. Therefore, our prototype requires a TCG 1.2 compliant TPM, and
thedest PCR has to be16 or higher.

3.5.2 (Re-)Starting a VM with TPM-based Sealing

Figure 3.9 shows the component interactions for (re-)starting a VM with a sealed disk
image. In this use case, we show how to enforce a policy that specifies that the key for
decrypting the disk image be revealed only after measuring the disk image and only if
the measurement value written into a specified PCR matches the value against which
the key was sealed.

The user interacts with the CM through thestartVM call to (re-)start the VM
(step 1). After determining that the disk image has to be firstdecrypted through unseal-
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Figure 3.9: Creation of a VM with TPM-based sealing

ing, the CM obtains thesealing descriptorthat was given to it at the time of sealing.
Like the attestation descriptor, the sealing descriptor also contains one or more mea-
surement descriptors, which are used to let the IM know the exact set of measurement
plug-in modules to invoke.

Figure 3.10 shows an example sealing descriptor as an XML structure. It contains
an<sealing> section, which defines the type of sealing (tpm-based) and the pa-
rameters needed for unsealing (the identifier of the key protected by the TPM). Nested
in the sealing descriptor there is a measurement descriptor, which specifies a measure-
ment target (measureTarget) and a destination (dest). The target indicates what
is to be measured (in this case, a VM disk image), whereas the destination indicates
where the result should be stored (in this case, the TPM’s PCRnumber 16).

The CM calls the IM interfaceunsealKey (step 1.1), passing the sealing descriptor
as a parameter. The IM extracts the measurement descriptor from the sealing descrip-
tor and calls themeasurevHD interface of the SIP with the measurement descriptor
(step 1.1.1). The plug-in reads the list ofmeasureTargets, and accordingly mea-
sures the disk image. It returns a measurement result list tothe IM (step 1.1.2). The
IM calls the ASM, which handles TPM-related functions (step1.1.3). The ASM writes
the measurements to the TPM by invoking theTPM_Extend operation (step 1.1.3.1).
Furthermore, the ASM performs the unsealing of the key requested by invoking the
TPM_Unseal operation (step 1.1.3.3). If thedest PCR value matches the value at the
time of sealing, then the disk is in the desired state and the unseal operation is success-
ful (step 1.1.3.4); in that case, the ASM returns a key back tothe IM (step 1.1.4), which
in turn returns the key to the CM (step 1.2). In case the unsealoperation fails, the ASM
would return a failure. The CM calls the SVDM functionconfigAndUnlock() to attach
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<sealing-desc>
<sealing type="tpm-based" keyid="0x01">

<measurement-desc type="tpm">
<measureTarget

‘‘ name="file:/xenimages/vm1image"
desc="PCR16"/>

</measurement-desc>
</sealing>

</sealing-desc>

Figure 3.10: Sealing descriptor in XML

and unlock the disk (steps 1.3 and 1.4). Upon successful completion of that function,
the CM instructs the Xen hypervisor to actually start the VM (steps 1.5 and 1.6).

For the sake of simplicity, Figure 3.9 does not show details of key handling such as
loading a sealing wrapper key into the TPM.

3.5.3 Enforcement and Compliance Proofs for Information Flow
Control

Customer
Network

Management
Network

DMZ Internet

Figure 3.11: Virtual network topology

Consider, for example, the virtual network topology shown in Figure 3.11 with
four virtual network zones. The topology shows the network of a company (which we
shall call thecustomercompany) connected to the Internet via a demilitarized zone
(DMZ). The customer network is also connected to amanagement networkthat allows
an outsourcing provider to manage the customer systems. Themanagement network is
not connected to the Internet.

from/to Cust. DMZ Mgmt. Internet

Cust. 1 1 1 0
DMZ 1 1 0 1
Mgmt. 1 0 1 0
Internet 0 1 0 0

Figure 3.12: Flow control matrix
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An information flow-control matrix is a simple way of formalizing the system-wide
flow-control objectives [12]. Figure 3.12 shows a sample matrix for the four virtual
network zones. Each matrix element represents a policy specifying the information
flows permitted between a pair of network zones. The 1 elements along the matrix
diagonal convey the fact that there is free information flow within each network zone.
The 0 elements in the matrix are used to specify that there should be no information
flow between two zones, e.g., between the management zone andthe Internet.

In [12], we described a Xen-based prototype of a secure network virtualization
architecture that is based on the concept of Trusted VirtualDomains. The architecture
allows arbitrary network topologies connecting VMs. For example, different VMs on
the same physical infrastructure may belong to different virtual network zones. Despite
this, the architecture ensures the enforcement of policy-based information flow control.
We can use the architecture for enforcing the policies shownin Figure 3.12.

<flow-policy>
<zone id="customer-net">
<permit id="mgmt-net" />
<permit id="dmz" />

</zone> ...
</flow-policy>

Figure 3.13: Flow control policy in XML

By combining the Xen prototypes of our PEV architecture and our secure network
virtualization architecture, it is possible to validate the configuration of the virtual net-
working subsystem on each host. The subsystem exports an XMLversion of its flow-
control matrix, as shown in Figure 3.13. The network measurement plug-in outputs
the XML structure of the flow-control policy, when invoked bythe IM. By request-
ing attestation of the TCB and this policy, a verifier can obtain a compliance proof for
the correct configuration of the virtual networking subsystem on a given host. At the
verifier, a XSLT stylesheet is used to perform further transformations on the XML file
returned by the platform. The XSLT stylesheet is a concrete implementation of the at-
testation predicateΠ (described in Section 3.2.2), which assesses whether the platform
is trustworthy from the verifier’s point of view. The result of the predicate will serve to
convince the verifier that the policy in Figure 3.12 is the actual flow-control policy as
enforced by the network subsystem. If access restriction isan important concern, the
XML output from the plug-in modules may be first processed by an XSLT stylesheet
that implements a access filter before passing it on to the verifier. In such a case, the
stylesheet would be embedded in the platform TCB.

A user can also protect sensitive information (say, an encryption key) against access
by an untrusted network configuration using a two-stage procedure. The first stage is
sealing, in which the user has to specify the binary configuration of the TCB and condi-
tions for checking whether a given network configuration is atrusted one. Figure 3.14
shows an XSLT script that encodes the condition that the customer network should be
directly connected only to the DMZ and the management network of the outsourcing
provider, but not to any other network. The input to the XSLT script is the XML pol-
icy that is output by the network measurement plug-in. The XSLT script is a concrete
realization of the user-specified predicateΠ in our formal model (Section 3.2). The
user seals the key to both the state of the TCB and the value of aresettable PCR; the
latter reflects the integrity of the XSLT script and the integrity of the plug-in identifier.
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<xsl:template
match="/flow-policy/zone[@id=’customer-net’]">
<xsl:choose> <xsl:if

test="count(*[@id=’dmz’])=1
and count(*[@id=’mgmt-net’])=1">

<true />
</xsl:if>

</xsl:choose>
</xsl:template>

Figure 3.14: XSLT condition

The second stage is unsealing, in which the IM (i) obtains theresult of the plug-in, (ii)
applies the result as input to the XSLT script, (iii) extendsthe resettable PCR with the
hash of the XSLT script and the network measurement plug-in identifier, and (iv) tries
to unseal the actual key. For steps (iii) and (iv), the IM invokes the ASM. The TPM
should only reveal the key if the TCB is correct and the XSLT evaluated to<true/>
when executed on their output.

3.6 Conclusion

We introduced a formal model for managing the integrity of arbitrary aspects of a
virtualized system and evaluating system compliance with respect to given security
policies. Based on the model, we described an architecture,called PEV, for protecting
security policies against modification, and allowing stakeholders to verify the poli-
cies actually implemented. We generalized the integrity management functions of the
Trusted Platform Module, so that they are applicable not just for software binaries, but
also for checking security compliance and enforcing security policies. We described
a prototype implementation of the architecture based on theXen hypervisor. We also
presented multiple use cases to demonstrate the policy enforcement and compliance
checking capabilities of our implementation.
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Chapter 4

Hierarchical Integrity
Management for Complex
Trusted Platforms
Serdar Cabuk, David Plaquin (HP), Theodore Hong, Derek Murray, Eric John (CUCL)

4.1 Introduction

Trusted Computing has been proposed as a means of providing verifiable trust in a
computing platform. However, as virtualization becomes more popular and platform
changes (such as security patches) occur more frequently, the established model for
Trusted Computing is insufficient to cope in real-world scenarios. We therefore intro-
duce an extensible integrity management framework that is better suited to deal with
complicated trust dependencies and change management.

The goal of Trusted Computing is to enable third parties to remotely attest and
verify the configuration of a computing platform in a secure manner. Existingtrusted
platformstypically contain a component that is at least logically protected from sub-
version. The implicitly trusted components of a trusted platform – in particular, the
hardware Trusted Platform Module (TPM) – can be used to storeintegrity measure-
ments, and subsequently report these to users (or remote entities) with a cryptographic
guarantee of their veracity. Users can then compare the reported measurements with
known or expected values, and thereby infer whether the platform is operating as ex-
pected (e.g., it is running the expected software with the expected configuration while
enforcing the expected policies).

Present implementations of Trusted Computing technology can take immutable
snapshots of a whole platform, which can then be used as proofof trustworthi-
ness [65, 27, 36, 23]. They do not, however, provide more granular verifications of
platform components such as individual virtual machines (VMs) and applications. The
platform is treated as a whole, and while it is possible to store integrity measurements
of VMs and applications, the limited amount of storage in a TPM means that it is not
possible to represent individual components and the dependencies between them. Fur-
thermore, it is not possible to manage changes to measured components. The current
scheme advocated by the Trusted Computing Group (TCG) deemsall such changes
to be malicious [74]. This is certainly impractical for modern server environments,
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which undergo a constant bombardment of security patches and policy changes. In
2007 alone, Microsoft released 11 security related patchesfor the Windows operating
system [1], while a typical enterprise anti-virus application will undergo two to five
updates in an average week [48].

In this paper, we introduce an extensible integrity management framework that
addresses these two shortcomings. To improve integrity management, we explicitly
represent integrity dependencies between platform components by giving individual
registers to each component to store their integrity measurements, and chaining these
components together in a dependency graph. To improve change management, we
introduce a new distinction between reversible and irreversible changes to measured
components. A reversible change is one that can be undone andis guaranteed not to
have any permanent effects. The introduction of reversiblechanges allows the platform
integrity to be modified temporarily, for example when a device is hot-plugged and
then removed. Although the platform may no longer be considered trustworthy during
the time that the change holds, its integrity can be safely restored after the change is
undone.

Our resulting framework gives a better understanding of a platform’s security prop-
erties, which can be used in policy verification. Like existing Trusted Computing im-
plementations, our services can be used to grant access to protected resources (such
as encrypted storage) only when the policy is satisfied; however, unlike existing im-
plementations, these policies can be more fine-grained, dynamic, and flexible. Our
prototype implementation, built on the Xen virtual machinemonitor [20], includes
the integrity management framework and a credential manager service, which demon-
strates the use of enhanced policy checks to control access to security credentials.

The remainder of this paper is organized as follows. Section2 provides background
on Trusted Computing and virtualization. Section 4.2 outlines the motivation and high-
level design for our integrity management framework. Section 4.3 presents the basic
framework, which provides integrity services to individual components; Section 4.4
extends this into reversible integrity changes and an explicit dependency graph, and
provides use cases for this model. Section 4.5 presents someexamples of security
services that could make use of our framework. Section 4.6 describes our prototype
implementation of the framework and the credential management service on Xen. Fi-
nally, in Section 4.7 we discuss related work, and in Section4.8 we draw conclusions.

4.2 Design Overview

The typical design for a trusted platform comprises a hardware TPM and software in-
tegrity management services. These services measure platform components, store in-
tegrity measurements as immutable logs and attest these measurements to third parties.
The services use the TPM to provide a link with the CRTM. In a non-virtualized plat-
form, with relatively few components to be measured, this model is sufficient. How-
ever, it does not scale to complex virtualized platforms that have a plethora of com-
ponents and dependencies between these components. In thissection, we first discuss
the limitations of the existing model. We then present the high-level design goals that
motivate our integrity management framework.
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4.2.1 Hardware Limitations

Current integrity management systems typically employ theTPM as the sole repos-
itory for integrity measurements (see Section 4.7). Unfortunately, such schemes are
fundamentally limited by the hardware capabilities of a TPM:

1. A TPM contains a small, limited amount of memory (PCRs). The TCG specifi-
cation recommends that a TPM has at least 16 PCRs [74]. Therefore, for porta-
bility, we cannot assume that a TPM will have any more than 16 PCRs. Hence, it
is not feasible to store individual measurements for a largenumber of virtualized
platform components.

2. The limited number of PCRs is typically addressed by aggregating measurements
in the same register. Where two components are independent,this introduces a
false dependency between them. Furthermore, the definitionof the extend
function introduces an artificial dependency on the order inwhich they are ag-
gregated.

3. It is not possible to reverse the inclusion of a measurement in a TPM register.
Therefore, it is impossible for a platform component to report a change to its
integrity (e.g. by the dynamic loading of some code, or the connection of a new
device) and revert back (after unloading/disconnection).

To illustrate these limitations, consider the following example. A server platform
hosts tens of small VMs, each of which runs a particular service. To keep track of the
platform integrity on a traditional TPM-based system, the measurements must be ag-
gregated, because there are more VMs than PCRs. For example,it might be necessary
to store measurements for a virtual network switch and a virtual storage manager in the
same PCR, which creates a false integrity dependency between these two VMs. If a
malicious change is made to the virtual network switch, and this change is reported to
the appropriate PCR, the integrity of the storage manager also appears to be compro-
mised. The same is true for all other VMs whose measurements are aggregated in that
PCR.

It would be possible to extend the set of PCRs by giving a virtual TPM to each
platform component [9]. However, by allocating independent virtual PCRs to each
component, it is no longer possible to represent real dependencies between compo-
nents1. Furthermore, since the virtual TPMs emulate the behavior of a hardware TPM,
it remains impossible to revert changes.

4.2.2 High-level Design

It is clear that software measurement support is required toaddress the limitations of
hardware capabilities. We refer to the set of software components that comprise the
integrity framework as thesoftware root of trust for measurement (SRTM). These com-
ponents are part of the platform TCB, and should be isolated from other components;
for example, by virtualization. Dynamic components outside the platform TCB rely
on the SRTM to store measurements on their behalf, rather than the underlying TPM.

1Some virtual TPM designs share a fixed number of PCRs between all virtual TPMs and the hardware
TPM, and these could be used to express dependencies. However, the reliance on the hardware TPM leads
to the same limitations as a single-TPM scheme.
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Figure 4.1: The position of the SRTM within the overall integrity management frame-
work.

Figure 4.1 illustrates the position of the SRTM within the overall integrity management
framework.

Our framework has the following design objectives:

Unlimited measurement storageThe framework should allow the storage of individ-
ual integrity measurements for an arbitrary number of components.

Explicit dependency representationThe framework should allow the explicit and
unambiguous representation of an arbitrary number of dependencies between
platform components. There should be no false or artificial dependencies intro-
duced by aggregation.

Static integrity management The framework should provide a super-set of the func-
tionality of a traditional TPM, with respect to static integrity.

Dynamic integrity management The framework should enable the integrity state of
a platform component to revert to a previous trusted state ina controlled and
verifiable manner.

Link to hardware TPM The software framework should be linked in a chain of trust
to the hardware TPM. This can be achieved by storing the measurements for the
SRTM and other static components in the platform TCB (such asthe hypervisor
and any physical device drivers) in the TPM. As this set of components is small
and non-changing, the limitations of a hardware TPM do not come into effect.

Minimal TCB In order to improve the trustworthiness of the framework, the SRTM
and other components in the TCB should have a minimal amount of code and size
of interface. This paper does not focus on minimizing the TCB, but a possible
approach would involve using disaggregation [49].

Platform independence The framework should not be limited to a single hypervisor
technology. Although the implementation (see Section 4.6)was carried out using
Xen, it should be possible to use alternative technologies,such as VMware [70]
or an L4 microkernel [43].

4.3 Basic Integrity Management

In this section, we present a basic design for the SRTM service that we introduced
earlier. This platform-independent service provides the minimal functionality needed

OpenTC Document D05.4/V02 – Final R6505/2008/05/26/OpenTC Public (PU)



32 OpenTC D05.4 – Design of the Cross-Domain Security Services

# CCRs# CCRs
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Figure 4.2: Basic integrity management components – Component configuration reg-
ister table.
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BMSI

Management Protected Storage Integrity

BIM

...Management TPM

Figure 4.3: Basic integrity management components – The BIMarchitecture.

to manage the integrity of dynamic (non-TCB) platform components, which will be
extended further in Section 4.4. Section 4.3.1 sets out the basic measurement model,
while Section 4.3.2 describes the corresponding service architecture and interfaces.

4.3.1 Measurement Model

The Basic Integrity Management (BIM) service stores staticintegrity measurements of
dynamic components that are arranged in a flat hierarchy, such as the one shown in
Figure 4.4. Each component has a single Component Configuration Register (CCR)
associated with it. A CCR is analogous to a PCR and holds integrity measurements for
that component. The measurements are held together in a global CCR table similar to
the one depicted in Figure 4.2.

Static Measurements

The BIM measurement model mimics TPM measurement capabilities but stores in-
tegrity measurements in software rather than hardware. Each registered dynamic com-
ponent is assigned a BIM CCR to which its measurements are reported. This is
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Figure 4.4: Simple integrity use case – a flat hierarchy.

achieved by anextend operation, which stores a new measurement in a CCR by
hashing it together with the current value of the CCR. Dynamic components use this
operation to report ongoing measurements when their contents change. For example,
a firewall service would extend its CCR if its rule-set was about to be changed. The
specifics of when/how measurements are taken is component-dependent, but the logic
that performs this activity must be trusted to report changes faithfully. This behavior
is assured by the initial measurement of the component by thecomponent that starts it.
In the BIM model, this can only be a static (platform TCB) component.

This measurement model provides better scalability than models that use the TPM
as the sole repository for measurements. By using software registers, the BIM can
store a virtually unlimited number of individual measurements. Hence, no aggregation
is needed. However, the measurements are still accumulatedand the CCRs are irre-
versible. That is, recording a measurementM1, followed by a changed measurement
M2, followed byM1 again, results in a different value than the original recording of
M1 alone. Hence, components are not allowed to change in any waywithout perma-
nent loss of integrity. Even if a change is later undone, the component cannot return
to its previous trust state. In Section 4.4, we will address this problem by employing
dynamic registers for reversible measurements.

Simple Trust Dependency

The BIM service implements a flat hierarchy to capture the integrity dependencies
between platform components. In this model, the integrity of dynamic components
solely depends on the integrity of the underlying platform TCB. We show an example
flat hierarchy in Figure 4.4. The components labeledone, two, andthreeare virtual
machines running directly on the trusted platform. Component zero is the platform
TCB that includes the SRTM (in this case, the BIM service). Each VM depends only
on the platform TCB underneath. If the integrity of the TCB (componentzero) is
compromised, then the integrity of all of the VMs is compromised as well. However,
the VMs are independent of one another and therefore do not have a trust dependency.
As an example, if the integrity of VM1 is compromised, the integrity of VM2 and VM3

remains intact.
In what follows, we depict the integrity relationships between components using

a dependency graph, and represent it using a dependency table. Figure 4.4 shows a
simple graph and its dependency table equivalent. For example, the second row in the
dependency table states that the integrity of the child componentone(VM1) depends
on the integrity of the parent componentzero(TCB).

In the simple BIM model, there is always a single trusted component (the plat-
form TCB) on which all other components depend. This yields the “flat hierarchy”
dependency graph and table in Figure 4.4. The flat hierarchy arises, because a dynamic
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Integrity Description
extend Takes a hash value as an argument and irreversibly extends the com-

ponent CCR with that hash.
quote Takes arbitrary external data (i.e., nonce) and returns a quotation of

the current TCB measurements, the nonce, and the component CCR
value signed by a TPM attestation identity key (AIK).

Protected Stor-
age

Description

seal Takes data to be protected, seals it to the TPM binding it to current
TCB and CCR measurements, and returns the sealed (encrypted) blob.

unseal Takes the sealed blob and unseals and returns the data iff theintegrity
of the TCB and the component are verified as intact.

Management Description
register Takes the initial measurement, adds the component to the dependency

table, and fills the CCR with the initial measurement.
delete Deletes the component and all its sealed data.

Table 4.1: BIM integrity, protected storage, and management interfaces.

component (such as a VM) can only be started by a trusted component. Since the TCB
is static and platform-wide, it is not possible for a dynamiccomponent to start – and
hence become a parent of – another dynamic component. Therefore the BIM cannot
manage, for example, the integrity of an application started within a VM. However, the
BIM serves as a basis to build the hierarchical model which addresses this limitation,
which is introduced in Section 4.4.

4.3.2 The BIM Architecture

As shown in Figure 4.3, BIM services are grouped under three interfaces:

Integrity interface This interface provides functions to report and quote integrity
measurements of dynamic (i.e., non-TCB) components. Components use this
interface to extend their register values when they detect significant changes to
their measured content. A component is only allowed to alterits own register,
while an integrity quote can be requested by any entity. Using the underlying
TPM interface, the latter operation returns a signed integrity digest that contains
the measurements of the dynamic component and the platform TCB. Using this
digest, a third party can verify the complete integrity chain.

Protected storage interfaceThis interface provides functions to store and reveal se-
crets on behalf of dynamic components. These secrets are bound to the integrity
of the TCB and the owner component, i.e., they are revealed ifand only if the
integrity of the component and its ancestors (in the BIM case, the platform TCB)
is intact. The BIM uses the underlying TPM interface for sealing and unsealing
data to and from the TPM, which automatically implies a verification check on
the TCB. Verification of the component’s integrity can be done either by the BIM
or delegated to a third-party verifier. Our prototype implements the former case
in which the BIM needs to store the expected measurements forcomparison. We
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use the TPM sealing operation itself to do so and use the CCR values at the time
of sealing as the future expected values. We concatenate these values to the se-
cret and seal the whole blob. The unsealing operation at a later time returns not
only the sealed secret but also the expected set of measurements that we compare
to the CCR values at that time.

Management interface This interface provides functions to register dynamic compo-
nents to the framework so that their integrity can be trackedby the BIM. The BIM
is a passive service, and so only registered components are tracked. As discussed
in the previous sections, the initial measurement of the component is provided
from outside by a trusted component that measures and initiates the component.
The interface also allows the deletion of components and their sealed data.

Table 4.1 details the individual functions provided by eachinterface. As shown in
Figure 4.3, the BIM, in turn, makes use of the Basic Management and Security Interface
(BMSI), which provides a platform-agnostic interface to the underlying hypervisor and
hardware TPM. In particular, the BMSI provides functions that enable the BIM to
access the TPM and establish a link to the hardware root of trust. The implementation
of the BMSI is discussed in more detail in Section 4.6.

4.4 Hierarchical Integrity Management

In this section, we present an enhanced design for the SRTM service that we introduced
in Section 4.2. This platform-independent service features dynamic measurements and
a component hierarchy that we use to manage the integrity of dynamic (non-TCB) plat-
form components more effectively. We describe the securitymodel for measurements
in Section 4.4.1. We describe the service architecture and interfaces in Section 4.4.2.

4.4.1 Measurement Model

The Hierarchical Integrity Management (HIM) service stores integrity measurements
in a CCR table as illustrated in Figure 4.2. To overcome the shortcomings of the BIM
model (e.g., irreversible measurements), we have extendedit by introducing two new
concepts: dynamic measurements and hierarchical trust.

Dynamic Measurements

The HIM measurement model enhances the BIM model in two ways.First, HIM allows
multiple registers to be assigned to a single dynamic component. This way, component
measurements can be tracked with better granularity. Second, HIM supports dynamic
measurements that can be reported to a resettable register.This increases flexibility
and allows a component to revert back to a trustworthy configuration if permitted by
its change policy.

Change types.We distinguish two types of component changes. More specifically:
An irreversible changeis one that requires the component to be restarted before its
integrity can be re-established. Such a change is one made tothe integrity-critical part
of the component; that is, to the code or other data of the component that has a potential
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Figure 4.5: Transition diagram for component integrity states. A component in the
non-critical state can be made intact by undoing dynamic changes, but the critical state
can only return to the intact state by re-initialization.

impact on the future ability of the component to implement its intended functionality
correctly. An example of an irreversible change is a kernel loading an untrusted device
driver as the driver may make a change to kernel memory that will persist even after it
is unloaded.

A reversible changeis one in which the component is permitted to re-establish
integrity without being completely reinitialized. Such a change is one made to a non-
critical part of the component; that is, to code or other dataof the component that has
no direct or potential impact on the component’s future security. A component still
loses its integrity if a change is made to it. However, depending on the exact nature
of the change, we may permit the component to regain integrity (and therefore trust)
by undoing the change and returning to its previous state. For example, changes to
configuration parameters are often reversible – e.g. changing the identity certificate
that a component uses. The integrity management system willneed to note such a
change in order to fully report the state of the platform, butthe certificate may be
safely changed back without causing security implications. Another example might be
loading a trusted kernel module that is known not to leave anyside effects after being
unloaded.

The categorization of a change as reversible or irreversible is component-dependent
and will be set by each component’s own change-type policy. For example, a policy
stating that all changes are irreversible reduces to the static measurement model. A
component that permits reversible changes is referred to asadynamic component(“dy-
namic” because its integrity state may change multiple times).

Measurement reporting. Recording dynamic measurements requires two mea-
surement registers, astatic registerand adynamic register, rather than the single reg-
ister used in the static measurement model. Irreversible changes are reported to the
static register in the same way as in the static measurement model; that is, theextend
operation is used to combine the new measurement with the existing register value to
obtain the new register value.

extend(R, M) = hash(R||M)

whereR is the value of the register andM is the measurement.
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By contrast, reversible changes are reported to the dynamicregister byreplacing
the previous value held in that register, using thereset operation.

reset(R, M) = M

We can see that attempting to reverse an irreversible changedoes not return the
static register to its initial state:

Rfinal = extend(extend(Rinitial, M2), M1) = hash(hash(Rinitial||M2)||M1) 6= Rinitial

However, reversing a reversible changedoesreturn the dynamic register to its initial
state:

Rfinal = reset(reset(Rinitial, M2), M1) = reset(M2, M1) = M1 = Rinitial

The exact nature of the reporting activity and the corresponding change-type policy
is component-dependent. However, the logic that performs this activity must be a part
of the initial measurements so that we can trust the component to report the changes to
the correct register.

Integrity states. Depending on the measurement values stored in its static and
dynamic registers, a dynamic component can be in one of threelocal integrity states:
intact, non-critical, and critical. The component is in theintact stateif and only if the
values in the static and dynamic registers are consistent with the expected measurement
values. The component is in thenon-critical stateif and only if the value in the static
register is consistent with the expected measurement valuebut the value in the dynamic
register is not. In all other cases, the component is in thecritical state. As shown in
Figure 4.5, the foregoing arrangement enables a dynamic component that has only been
subject to non-critical changes to be restored to the intactstate. A component that is
in the critical state cannot be restored to any other state unless re-initiated with an
expected configuration (during which both registers are reset).

Security states. Depending on the integrity state, a component can be in three
security states: trustworthy, secure, and insecure. A component istrustworthyif and
only if it is in intact state. A component issecureif and only if it is in intact or non-
critical states. In all other cases, the component is deemedinsecure.

Example use case for dynamic registers.Digital Rights Management (DRM) ser-
vices control the distribution of media content onto computing platforms. It is possible
that a DRM service will not push video content to a computing accessory if, for ex-
ample, an external recording device is plugged to it. In thiscase, software that detects
and installs the plug-and-play drivers for the recording device must be part of the static
measurements. However, the state in which a recording device is detected in the sys-
tem can be reported dynamically. In fact, this can be reflected in the dynamic register
for a secure DRM player application. As long as the recordingdevice is connected,
no content is downloaded. Once the user unplugs the device, the dynamic register is
reset and content can be pushed to the player without requiring the application to be
restarted.

Hierarchical Trust Dependency

We enhance the BIM dependency model by introducing a hierarchy of trust dependen-
cies that we represent as a directed acyclic graph. In such a graph, the edges indicate
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Figure 4.6: Hierarchical integrity use cases.

trust dependencies where the integrity of the component at the origin depends on the
integrity of the component at the destination. If the integrity of the destination com-
ponent is compromised, then the integrity of the origin component is always compro-
mised as well. However, the reverse is not true. To illustrate these more complex trust
relationships, consider the following use cases.

In Figure 4.4, we see the simple flat hierarchy as previously described in Sec-
tion 4.3. The components labeledone, two, and threeare virtual machines running
directly on the trusted platform. Componentzerois the platform TCB that includes the
SRTM (in this case, the HIM service). Each VM depends only on the platform TCB
underneath. If the integrity of the TCB (componentzero) is compromised, then the
integrity of all of the VMs is compromised as well. However, the VMs are independent
of one another and therefore do not have a trust dependency. As an example, if the
integrity of VM1is compromised, the integrity of VM2 and VM3 remains intact.

Figure 4.6(a) shows a more complex multi-level dependency.Componentoneis a
service that manages the life-cycle of componentstwo, three, andfour. All components
are virtual machines. The latter VMs are independent of one another, as before, but
their integrity depends on that of the domain manager, whoseintegrity in turn depends
on the TCB.

In Figure 4.6(b), we see a nested dependency relationship. Componentsoneand
two are virtual machines, which themselves contain further virtual machines: compo-
nentthree, which is a Java virtual machine, and componentfive, which is a VMware
hypervisor. These nested virtual machines support guest components: componentfour,
a Java application, and componentsix, a VMware guest. Within componentone, a tra-
ditional linear chain-of-trust applies: Java applicationdepends on Java virtual machine
depends on operating system. A similar chain can be found within the VMware com-
ponent. However, these two chains of trust are independent of one another, and both
depend ultimately on the underlying platform TCB.

Figure 4.7 illustrates more complicated use cases. In Figure 4.7(a), we see a mul-
tiple dependency relationship. Componentfive is a virtual machine that uses services
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Figure 4.7: More complicated use cases. Dashed lines denoteimplicit dependency.

from componentsone, two, andfour. These components are small virtual machines
that provide virtual networking, virtual storage, and virtual TPM services, respectively.
Further, the integrity of the virtual TPM depends on the integrity of the virtual TPM
manager domain (componentthree).

Figure 4.7(b) shows a similar VM grouping example which we intend to explore
further in future work. In this example, we use miniature virtual TPM services to assist
and enhance the integrity measurement capabilities of the framework. In this design we
bind a single virtual TPM to a component (application or VM) and delegate component
measurements to this virtual TPM. The virtual TPM then replaces the component CCRs
to provide more granular run-time measurements for the component it is attached to.
The measurements for the virtual TPM service itself is stillheld by its own CCRs. As
an example, the integrity of componenttwonow depends on the integrity of component
one (its attached virtual TPM) and the run-time measurements taken by this virtual
TPM (e.g., during authenticated VM2 bootstrap). We refer to this measurement set as
M(one). The same holds for the application componentfive and its attached virtual
TPM service componentfour. The present HIM implementation does not yet support
virtual TPM attachment.

4.4.2 The HIM Architecture

The HIM service implements the same integrity, protected storage, and management
interfaces as the BIM service as presented in Section 4.3, but with the following en-
hancements.

The HIM integrity interface provides anextend function that alters the value of
the static CCR in the same way as the BIM equivalent. To support dynamic mea-
surements, the interface also provides areset function that is used to report to the
dynamic register and overwrite its value. In addition, to support hierarchical integrity
dependency, thequote function is modified. This function now returns the aggre-
gated integrity measurements of the component in question.Specifically, the signed
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quote now contains the TCB integrity measurements plus the measurements of the
component and all its ancestors hashed in a single value.

In the HIM protected storage interface, theseal andunseal functions are en-
hanced to support component dependency and dynamic measurements. Theseal
function now binds the stored secret to the integrity of all the trust chains that reach
the component in question from the TCB; that is, the sub-graph of all paths from that
component to the root TCB. Hence the integrity state of components not on a path be-
tween that component and the TCB is ignored. For example, in the nested use case in
Figure 4.6(b), an integrity compromise in the VMware compartment will not affect the
ability of the Java application to unseal previously sealedinformation, as long as the
Java compartment remains intact.

Lastly, the HIM management interface providesregister anddelete func-
tions. Thedelete function is the same as in the BIM. However, theregister
function now takes a dependency list as a parameter that specifies additional ancestor
components the component depends on besides the one that registers the component.

4.5 Policy Verification for Security Services

In this section, we introduce example security services that leverage the HIM frame-
work for policy verification and access control. Our examples include a credential
management service (Section 4.5.1), a virtual TPM service (Section 4.5.2), and a vir-
tual network service (Section 4.5.3).

4.5.1 Credential Management Service

Protected storage services provide secure access to secrets that are sealed to the under-
lying TPM on behalf of their owners. It is expected that theseservices retain control
over these secrets and enforce the associated access control policies at all times. By
contrast, most storage services such as [65] and the HIM provide one-time verification,
and are therefore susceptible to a time-of-check to time-of-use vulnerability. This oc-
curs because these services release the stored secret to therequesting component once
they verify the necessary policies (e.g., HIM unseal successfully verifies the aggregate
integrity). Once the secret is revealed, these services canno longer restrict access to it
if the component undergoes a malicious change.

To enable ongoing policy verification and enforcement, we designed and imple-
mented a credential management service (CMS) that uses the integrity management
framework to provide secure access to secrets while maintaining control at all times.
Unlike the HIM unseal operation, CMS credentials are never revealed to requesting
services directly but are always held securely by the CMS. Inessence, the CMS is a
reference monitor that mediates and provides access to secured data through a well-
defined interface.

The CMS interface is comprised of management and service interfaces. Compo-
nents use the management interface to register component credentials with the CMS.
To do so, theregister function takes the credential as input and seals it to the
underlying TPM. The interface also provides adiscard function which deletes the
stored credential. The service interface provides access to the credentials through a
genericaccess function. We have designed this interface as an extensible plug-in
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interface; that is, the exact nature of the interface depends on the nature of the stored
credential and the type of functionality needed. For example, if the stored credentials
are cryptographic keys, we offer a plug-in service that provides encryption/decryption
capabilities so that components can use the interface to encrypt/decrypt data without
seeing the actual key. Regardless of the functionality provided, the CMS uses the HIM
to verify the aggregate integrity prior to each access to thesecret.

4.5.2 Virtual TPM Service

A natural extension to the CMS functionality would be to provide a miniature TPM in-
terface to the various platform components, as illustratedin Figure 4.7(b). This enables
these components to have a standardized interface as in [74]to prove their integrity
and provides a strong identity for each component. Such an approach has already been
taken through TPM virtualization [9] which gives each VM a TPM interface imple-
mented by a virtual TPM service. However, it is not yet clear what the best mechanism
is for establishing a secure binding between a virtual TPM and its platform TCB.

Our framework could be used to bridge the gap between virtualTPM services and
the platform TCB. For example, a central trusted CMS servicecould be used as the
single secure repository for virtual TPM keys. Access to these keys would require
verification of the complete HIM integrity chain, includingverification of the platform
TCB. For example, to sign a quote request, a virtual TPM woulduse the CMS interface
to gain access to its signing key.

4.5.3 Virtual Network Service

Virtualization provides direct isolation of computing resources such as memory and
CPU between guest operating systems on a physical platform.However, the network
remains a shared resource as all traffic from guests will eventually end up on the same
physical medium. Various mechanisms can be used to provide network isolation be-
tween network domains, as described in [13]. In general, encryption must be used for
isolation when network traffic is delivered over an untrusted shared physical medium.

Using our framework in combination with the CMS, one could design a virtual
network (vNET) service which provides isolation through anencryption layer such as
IPSEC. In this setting, the vNET service would store its credentials (e.g., network en-
cryption key) in the CMS, in combination with the expected CCR values of the service
and any ancestor service it depends on (including any potential network configuration
information). Because the key is held by the CMS and not revealed to the vNET ser-
vice, any change in the integrity of the service or its ancestor components would result
in the network link becoming unavailable for the VM connected to this specific vNET.
As a result, the capability of a VM to communicate with its peer within a considered
domain would implicitly prove its trustworthiness, which would provide continuous
authentication as opposed to relying only on an initial handshake as most network au-
thentication mechanisms do.
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4.6 Implementation in Xen

In this section, we describe a prototype implementation of the integrity management
framework and the credential management service on the Xen virtual machine moni-
tor [20]. The implementation features the management and service interfaces of both.
Note that although we present our implementation with Xen, the framework could
equally be implemented on an alternative virtualized or microkernel-based platform
(e.g., the L4/Fiasco [42] microkernel).

4.6.1 Infrastructure Overview

The various components of the integrity management framework are provided by one
or more virtual machines, running on top of the Xen virtual machine monitor. The
use of virtualization isolates the trusted platform from a misbehaving guest operating
system, and all communication with the trusted platform passes through well-defined
interfaces. Our implementation is based on Xen version 3.0.4, a VMM for the IA32
platform, with the VMs running a para-virtualized version of Linux 2.6.18. For inter-
domain communication, we employ the light-weight communication library introduced
in [5].

Figure 4.8 illustrates our implementation on Xen. In the present prototype, all
framework components and the CMS are implemented as libraries and services run-
ning in the Xen privileged management domain Dom0. However,as we have defined
interfaces between each of the components, it should be straightforward to move to-
wards a disaggregated approach as described in [49]. The framework components are
arranged in a layered stack. At the lowest layer is the basic management and secu-
rity interface (BMSI) that provides libraries for domain life-cycle management (libM),
basic TPM access (libT), and integrity management (libI). At the core services layer
are the integrity manager services BIM and HIM that provide basic and hierarchical
integrity management, respectively. Also in this layer arethe CMS and the domain
management service (DMS). At the highest layer are the security services that use the
framework for various purposes. The platform TCB consists of the static components
up to and including the SRTM (the BMSI libraries and the integrity managers). How-
ever, for simplicity, we also include the CMS in the platformTCB. The measurements
of these components are reported to the underlying TPM. The application TCB consists
of the platform TCB plus the security services that run on topof it. The measurements
of the latter are reported to the SRTM.

4.6.2 Component Design

In the present prototype, we have implemented the highlighted components depicted
in Figure 4.8, namely the BMSI libraries, BIM and HIM services, CMS, and DMS. In
this section, we present the details of these components including both the BIM and
HIM; however, due to space constraints, we present an example use case that uses only
the HIM.
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Figure 4.8: Illustration of the prototype in a layered stack.
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BMSI Libraries

The Basic Management and Security Interface (BMSI) provides a common and ex-
tensible interface to the underlying hypervisor (i.e., Xen) and the TPM. The BMSI
provides libraries for domain life-cycle management (libM), basic TPM access (libT),
and integrity management (libI).

libM This library provides hypervisor-agnostic management functions to upper layers.
At its lowest level, the library manages allocatable resources calledProtection
Domains (PDs). A PD is an executable component that receives an allocationof
memory and CPU cycles, and is scheduled by the hypervisor. OnXen platforms,
a PD is equivalent to a Xen domain (virtual machine). In this prototype, we
use libM to implement the Domain Management Service (DMS). This service
manages the life-cycle of PDs and uses the integrity managers to keep track of
PD integrity. We refer the reader to [49] for further detailson the libM and DMS
implementation.

libT This library provides the minimal functionality to access the integrity and pro-
tected storage interfaces of the TPM. Security services (e.g., BIM and HIM)
use this library to obtain a signed quotation of the TCB measurements and
to seal/unseal data to/from the TPM. To do so, libT uses the TPM functions
TPM_Quote(), TPM_Seal(), and TPM_Unseal() as described by the
TPM specification [74].

libI This library stores and provides access to the integrity measurement and depen-
dency tables. ThegetMeasurement() function returns a measurement list
that includes the integrity measurements of the component and its ancestors.
In the BIM case, a single value is returned. ThesetMeasurement() func-
tion extends the value of the component register. TheresetMeasurement()
function overwrites the value of the dynamic register. TheaddComponent()
function adds an entry to the dependency table and sets its dependencies as spec-
ified. It also adds an entry to the measurements table and records the initial
measurements. ThedeleteComponent() function checks that the specified
component has no successors and removes it from the table.

Component Interactions

The BIM and HIM services implement the interfaces presentedin Sections 4.3 and 4.4,
respectively. Similarly, the CMS service implements the interfaces presented in Sec-
tion 4.5.1 and uses a cryptographic service as a plug-in for block encryption and de-
cryption. On a Xen platform, we use these services to manage the integrity of VMs
and applications running on these VMs.

VM integrity management is incorporated into VM life-cyclemanagement. To as-
sist both, the DMS uses the BMSI library libM and the HIM service. The VM start-up
phase in Figure 4.9 depicts the interaction among these components. During this phase,
the DMS invokes libM, which prepares resources for the VM, measures the VM image
(comprising the kernel, an optional initial ram-disk and command-line parameters),
and stores the measurement in the CCR for that VM. This performs a function similar
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to a secure boot-loader, and it is the responsibility of the kernel to measure any compo-
nents which it subsequently loads. The DMS also registers the new VM with the HIM
service, and configures any dependencies between the new VM and existing VMs. The
HIM uses libI to store this information in the measurement and dependency tables.
Following the successful completion of the above steps, theDMS starts the VM.

The HIM service additionally allows applications running in VMs to be registered
with the framework. The application start-up phase in Figure 4.9 depicts the case in
which the VM that was started in the previous phase loads and registers a DRM service
with the HIM. In this case, the VM becomes an ancestor of the service and provides its
initial measurements. As a result, the cumulative integrity of the service now includes
the VM’s measurements as well as the platform TCB measurements.

The last phase in Figure 4.9 depicts a use case in which the DRMservice that was
started in the previous phase attempts to decrypt encryptedmedia content using a key
that is stored on the TPM on behalf of this service. The DRM service invokes the CMS
service interface to request access to this key. The CMS theninvokes HIM unseal to re-
trieve the key from the TPM. HIM unseals the key if and only if the underlying policies
regarding the key’s release are satisfied. In this case, the key is unsealed from the TPM
and returned to the CMS if the integrity of the platform TCB isintact. On receiving the
key from the HIM, the CMS performs further verification. It compares the expected
CCR values of the DRM service and its ancestor VM (unsealed along with the key) to
the current CCR values. If the measurements match, the CMS uses its cryptographic
service to decrypt the block, which is then returned to the DRM service. Note that any
subsequent access requests to the key will also follow a similar verification cycle, with
the exception that HIM (hence TPM) seal is omitted because the CMS caches the key
internally.

4.7 Related Work

Bergeret al. [9] implemented a virtual TPM infrastructure in which each virtual ma-
chine is assigned its own virtual TPM that provides multiplexed access to the under-
lying hardware TPM. In comparison to virtual TPMs, our work uses a single integrity
management framework that encompasses all components in order to explicitly rep-
resent trust dependencies between them. Our framework is complementary to virtual
TPMs in that we can use virtual TPMs to gather more granular run-time measurements
for our components, and can enhance virtual TPMs by providing a binding between
them and the platform TCB through the use of CMS.

Several systems have been previously described that use virtual machine monitors
to isolate trusted and untrusted components. Terra [27] is an architecture that uses a
trusted virtual machine monitor (TVMM) to bring the security advantages of “closed
box” special-purpose platforms to general-purpose computing hardware. The TVMM
ensures security at the virtual machine level, isolating VMs from one another, providing
hardware memory protection, and providing cryptographic mechanisms for VMs to
attest their integrity to remote parties, even providing protection from tampering by
the platform owner. Microsoft’s proposed Next-GenerationSecure Computing Base
(NGSCB [23]) operates in a similar manner, partitioning a platform into two parts
running over a virtual machine monitor: an untrusted, unmodified legacy operating
system, and a trusted, high-assurance kernel called anexus. Our work builds on both
to examine how integrity measurements can be stored and maintained.
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Figure 4.9: Sequence diagram of interactions between the framework services for a
DRM application use case.
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Sailer et al.’s implementation of a TCG-based integrity measurement architec-
ture [65] was one of the earliest works to demonstrate the useof a TPM to verify
the integrity of a system software stack. In [36], Jansenet al. propose an architecture
for protection, enforcement, and verification (PEV) of security policies based on a tree
structure containing integrity log data, where each node contains the data for one com-
ponent and its children contain the data for its sub-components. PEV approaches the
problem of trust flexibility and extensibility by defining a generalized attestation pro-
tocol. A verifier sends an attestation request containing anXML descriptor that defines
a projection function returning the subset of the integritylog of interest to the verifier.
Sadeghiet al. [60] extend the TCG notion of trust in a different direction by proposing
attestation that is not based directly on hardware/software hashes but on abstract plat-
form properties. Rather than checking a large list of permitted platform configurations,
their system checks whether or not a given platform possesses valid certificates attest-
ing to the desired properties. Such property certificates are issued by a trusted third
party that associates concrete configurations with the properties they provide. Our sys-
tem differs from these in providing a more granular verification of components such as
individual virtual machines and applications within a platform, representing dependen-
cies among them, and managing changes to measured components.

Other orthogonal previous work has explored distributed trust and mandatory ac-
cess control. Griffinet al. investigated secure distributed services with Trusted Virtual
Domains [31], which are intended to offload security analysis and enforcement onto a
distributed infrastructure. Bergeret al. use this abstraction in the Trusted Virtual Dat-
acenter (TVDc) [10], which shares hardware resources amongvirtual workloads while
providing isolation with a mandatory access control policyenforced by the sHype se-
curity architecture [64].

4.8 Conclusions

In this paper, we have introduced a novel integrity management framework that im-
proves on the integrity measurement and policy verificationcapabilities of present
Trusted Computing solutions. In particular, our frameworkis able to cope with the
proliferation of measured components and dependencies between them as well as dy-
namic changes to platform components. In essence, the framework implements a small,
software-based root of trust for measurement (SRTM) that provides a secure link to the
core root of trust for measurement (CRTM). We have implemented our framework on
the Xen virtual machine monitor and proposed several ways inwhich security services
could take advantage of this architecture for policy verification and access control.

We anticipate integrity and trust management to become especially useful for appli-
cation and service level components. We will therefore continue to investigate further
potential uses for our framework by user level applications. In the short term, we plan
to implement CMS-aware services such as a virtual network service based on [13] that
uses the CMS to store encryption keys. The virtual TPM service is also particularly
interesting. In the long term, we plan to investigate various ways of exploiting our
framework to help enhance the security properties of virtual TPM services (e.g., their
binding to the platform TCB). Conversely, we plan to use virtual TPM services to help
enhance the measurement capabilities of the HIM framework and provide more granu-
lar run-time measurements compared to a single CCR.
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Chapter 5

Trusted Channels with Remote
Integrity Verification

Ahmad-Reza Sadeghi (RUB), Martin Unger (RUB), Yacine Gasmi(RUB), Patrick
Stewin (RUB), Gianluca Ramunno (Polito), Davide Vernizzi (Polito)

5.1 Motivation

At the dawn of a new digital era where users all around the world begin to make use
of services like on-line banking, e-commerce and e-government services, as well as
distributed work, we are facing a problem becoming more and more apparent: The
ability to enforce access control and provide secure communication is crucial to the
security of many of these services. Since the usage of most ofthese services relies
on the Internet which is a completely open medium, secure communication and access
control are normally based on the establishment of secure communication channels as
provided by common security protocols like TLS [19] or Internet Protocol Security
(IPSec) [39]. These protocols provide functionality to protect data during transmission
between authenticated endpoints. However, these protocols do not protect from mali-
cious or virus-infected endpoints. With respect to communication over the Internet the
protocols themselves are rarely the target of attacks. Attackers focus on the endpoints
because their security mechanisms are usually much easier to overcome.

This leads to the central problem of today’s secure channel protocols: using a se-
cure channel to communicate with a peer whose integrity is completely unknown opens
doors for a wide range of attacks, e.g., so called “phishing”or data theft by infiltrat-
ing a platform with a Trojan. Thus, sensitive data transferred to a counterpart could
be compromised as soon as it arrives, no matter how secure theprotocol chosen for
transmission is deemed. The conclusion is that the secure provision of digital services
over the Internet is not possible without considering endpoint integrity.

For this purpose some sort of information and evidence on thecounterparts integrity
or configuration has to be provided. This has to be done in a secure and reliable man-
ner to enable the peers to judge each other’s “trustworthiness” based on information
received. Reporting configuration information of a remote platform is one of the main
features of Trusted Computing (TC) as proposed by the Trusted Computing Group
(TCG)([74]). The basic idea is to securely capture configuration information or fin-
gerprints of the core components of the platform (firmware and software). This infor-
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mation is stored in a cost-effective, tamper-resistant Trusted Platform Module (TPM).
The TPM in turn is mounted on the ma-inboard of the computing platform and acts
as trust anchor. It can sign gathered configuration information and report it to a re-
questing party. This process is calledattestation by the TCG. Additionally data can
be stored bound to a specific platform configuration. The TCG calls this mechanism
binding/sealing data.

Thus, we chose to base our approach on the combination of TCG TC function-
ality and the TLS protocol, forming a Trusted Channel. The central feature of the
Trusted Channel is the capability to provide reliable evidence concerning the trust-
worthiness of a communication partner. Furthermore, by means of a specific system
architecture based on virtualization we are able to enforceconfidentiality, integrity,
authenticity andfreshness of data not only during transmission but also on the in-
volved endpoints. It has to be pointed out that the linkage ofconfiguration information
provided by TC facilities to the TLS channel is crucial to preventrelay attackswhere
the configuration of a third platform, deemed trustworthy, is relayed by an attacker,
acting as Man-In-The-Middle, to the counterpart, hiding the attacker’s own malicious
system configuration.

Linking endpoint configuration information to secure channels has been already
investigated in the literature (cf. [29, 69, 62, 46, 37, 16, 52]), often also combined
with the TLS protocol because it is the most common possibility to provide secure
communication channels. The TCG also addresses this issue in a specific work group
(cf. [73, 80]). However, none of the solutions so far addresses the problem fully. In
a recent approach (cf. [28]) a protocol and a generic system architecture for establish-
ing and maintaining Trusted Channels, using TC functionality and the TLS protocol,
was proposed that overcomes the shortcomings identified in the previously referenced
concepts. But, that approach in turn incorporates other deficiencies. Some concepts di-
rectly violate the TLS specification (cf. [19]), e.g., by adapting specified data formats
within the key exchange messages or adding data to session key computation. Fur-
thermore, only a RSA key transport handshake is possible. Since the Diffie-Hellman
variants of the handshake are at least as important it is crucial to provide support for
them. Additionally, fundamental functional requirementslike, e.g., backwards com-
patibility, technical feasibility, costs of certificationprocesses or updates of the TCB
are not taken into account.

Main Contribution: To overcome the described shortcomings we present a new ap-
proach that bases on [28] but, in turn, respects functional requirements listed in detail
in Section 5.2.2 and focuses on a reference implementation to enable the deployment
of our approach.

Thus, our main contribution is that our concept (1) fully adheres to the TLS specifi-
cation and uses existing message extension formats to convey configuration informa-
tion. Thus, no time consuming and complicated specificationprocess has to be con-
ducted. This, in turn, enables a fast deployment of our solution. To further facilitate a
widespread deployment we (2) designed our concept to incorporate functional require-
ments like, e.g., the possibility to update systems withoutthe need for re-certification,
backwards compatibility, performant system design as wellas incurring no additional
costs for the users. Apart from that (3) support for all relevant kinds of key exchange
methods is provided. Furthermore, we (4) present a reference implementation of our
Trusted Channel protocol and security architecture.

Outline: In Section 5.2 we define the properties to be provided by Trusted Channels.
Then, in Section 5.3, we show the basic idea that our approachstems from, followed
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by the detailed description of the security architecture and the protocol our Trusted
Channel bases on in Sections 5.4 and 5.5. Subsequently, we show our implementation
of a secure TLS framework in detail in Section 5.6. Finally, in the Sections 5.7 and
5.8, we present considerations regarding the security-related as well as the functional
requirements described in Section 5.2, concluded by a shortSummary in Section 5.9.

5.2 Requirement Analysis

In this Section we define the properties of our Trusted Channel concept and derive the
requirements necessary to provide those properties.
Adversary Model: The attacker may be a normal user or even the administrator of
a platform, either eavesdropping the communication between two platforms or con-
trolling one of the peers directly involved in the communication. He is capable to
manipulate the software running on a platform, further he can eavesdrop, replace, re-
play, relay or manipulate data transferred. But, we do not consider hardware attacks on
any platform directly involved in the communication using aTrusted Channel.

5.2.1 Security Requirements

In this paper, we adopt the security requirements presentedin [28] for a Trusted Chan-
nel:

(SR1) Secure channel properties:Integrity and confidentiality of data, freshness to
prevent replay attacks, and authenticity both during transmission as well as within
the endpoints have to be provided.

(SR2) Authentic linkage of configuration information and secure channel: Au-
thentic configuration information has to be delivered during the establishment and
while the Trusted Channel is in place (e.g., the system statechanges).

(SR3) Privacy: Creation and maintenance of the channel should adhere to theleast
information paradigm, i.e., disclosure of a platform’s configuration information
not beyond what is necessary for proper validation. Furthermore, platform con-
figuration information has to be protected against disclosure to a third party.

5.2.2 Functional Requirements

Looking at the wide area of application of TLS on, e.g., servers, desktop-PCs, laptops
and infrastructure devices like gateways, all with different functional needs concerning
the setup of Trusted Channels, it becomes obvious that our approach has to adhere to
certain functional requirements. Thus, in addition to the security-related, our approach
fulfills the following functional requirements:

(FR1) Fast deployment support :The alterations to existing software have to be as
small as possible and additional concepts introduced should make use of and have
to adhere to existing specifications. Apart from that all relevant key exchange
techniques have to be supported.
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(FR2) No additional costs are induced:The whole approach must not incur any
additional costs for users like, e.g., for expensive hardware, software or certifica-
tion.

(FR3) Minimal performance overhead during handshake:The overhead induced
by exchanging additional configuration information has to be minimal.

(FR4) Flexible configuration reporting: It has to be possible to apply different
approaches to integrity reporting (e.g., see [59]) to support a multitude of differing
system and use-case designs.

(FR5) Backwards compatibility: Systems supporting the Trusted Channel ap-
proach have to be able to establish conventional secure channels, e.g., to peers
that do not provide the means to create and maintain Trusted Channels.

5.3 Basic Concept

The fundamental idea behind this approach consists of the fact that platforms involved
in a communication comprise a small, protected base system for sensitive operations
as well as application and further system code for non-critical computations. The pro-
tected base system is not accessible for other code running on the platforms except
over specific interfaces and thus cannot be tampered using software. Two asymmetric
key pairs are held inside the base system, their usage securely bound to the base sys-
tem’s configuration using TC functionality: a signature keyKsign and an encryption
keyKenc.

TLS offers key agreement or key transport schemes as optionsfor the initial hand-
shake protocol. During a Diffie-Hellman (DH) key agreement (cf. Figure 5.1)Ksign

is used by both peers to sign configuration data (config) and the public DH values.1

In a RSA key transport handshakeconfig is signed withKsign and then theKenc of
the server (S) is used by the client (C) to encrypt session key material (see also Figure
5.1). In both cases evidence is provided that the protected base system, whose con-
figuration is included inconfig, is in place, by providing proof of possession of the
respective private parts of the keys. Subsequently, after the evaluation of theconfig
of the counterpart, the peers either trust in the other endpoint’s protected base system
to enforce their security requirements or they break the connection. In any case all
security sensitive information related to the channel including the session key is kept
inside the protected base system and hence cannot be compromised or misused.

5.4 System Architecture

Our logical system architecture is shown in Figure 5.2. It isbased on security frame-
works as proposed, e.g., in [61], [64], and consists of anApplication, Trusted Service,
Virtualizationas well asTC-enabled Hardware Layer. We kept our approach generic,
thus it would be possible to implement/integrate the components on common operating
systems like, e.g., Linux or Windows.2

1Sig(m; k) denotes a signature of keyk over datam.
2If monolithic operating systems are applied some constraints have to be considered when looking at

the security of such implementations because in general they are not capable to ensure strong isolation of
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Figure 5.1: Key Agreement and Key Transport in our concept

5.4.1 Basic Definitions

The underlying system architecture considers client-server communication where each
involved endpoint may require configuration information ofthe other endpoint to be
able to judge its trustworthiness.

The evaluation of configuration information is done according to the locally ap-
plied security policy. If the other endpoint’s configuration information conforms to the
security policy, this endpoint is considered to be trustworthy. This security policy con-
sists of a set of requirements and guidelines that have to be fulfilled by the platform
configuration of the counterpart, e.g., that an appropriateaccess control enforcement
mechanism is in place, no malware installed, etc.

The configuration of a platform is represented by a combination of credentials
vouching for security relevantproperties (cf. [60]) of the platform’s components
(hardware and/or software) which are e.g., their state, configuration and I/O behav-
ior. Examples for different credentials used in our implementation are signed digital
fingerprints or certificates that represent certain properties.

In this context reference values represent digital fingerprints provided and signed
by a Trusted Third Party (e.g., the distributor or manufacturer of a component) that can
be compared to fingerprints provided by the peer.

The mechanism of deriving digital fingerprints is calledmeasurement. In the
TCG approach measuring a component means computing a hash value over its code
and/or its configuration file. There exist also alternative approaches to attest to certain
properties like, e.g., Proof-Carrying-Code (cf. [6, 26, 50, 51]) or Semantic Attestation
(cf. [33], [53]) but further research is needed in this field to make those concepts usable
for real-world applications.

The communication endpoints of our implementation operatebased on components
called compartments. A compartment is one or a group of software components that is
logically isolated from other software components. Isolation means that a compartment
can only access data of another compartment using specified interfaces provided by a
controlling instance.

The set of all security critical components of a platform responsible for preserving
its trustworthiness is calledTrusted Computing Base(TCB) in analogy to the protected
base system mentioned in Section 5.3. The TCB isconsidered trustworthy by definition

processes and corresponding data.
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Figure 5.2: Layered Logical Architecture

because it is kept protected against software attacks and ideally was analyzed with
respect to a certain security evaluation scheme (e.g., Common Criteria). Thus, the
main goal of our system design is to keep the TCB as small as possible to avoid known
problems and vulnerabilities arising along with code complexity.

5.4.2 The different Layers of the Architecture

In this section we present the different layers (cf. Figure 5.2) we need for the realization
of our approach.

TC-enabled Hardware Layer: We assume that the reader is familiar with the TC
concept of the TCG and fundamental virtualization conceptsand thus keep this section
covering these topics short and refer to Appendix A.1 for further reading.

The hardware layer has to offer TC extensions that are conform to the relevant TCG
specifications (e.g., [74]). This essentially means that itcomprises a TPM offering
basic cryptographic functionality and a small amount of protected storage to store im-
portant keys and measurements taken.

Virtualization Layer : The virtualization layer offers and mediates access to cen-
tral hardware components like, e.g., CPU and MMU (Memory Management Unit).
These tasks can be performed by many kinds of virtualizationtechniques, namely hy-
pervisors, microkernels or a monolithic OS running a virtualization application, e.g.,
VMware (cf. [81]). As already mentioned we aim for a small TCBand thus do not
consider the last option although it could also be used.

Trusted Service Layer: This layer consists of security services and provides interfaces
to the Application Layer. These interfaces allow applications to use enhanced security
functionality strengthened by Trusted Computing. It also mediates and monitors access
to virtualized hardware resources. The following servicesare the main components of
the TCB in our approach:3

3Some components, namely Storage Manager, Compartment Manager and Trust Manager have been
developed within the OpenTC (cf. [54, 40]) and EMSCB (see [25]) projects.
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• Trust Manager(TM) provides functionality used for establishing TrustedChan-
nels. To be able to provide this functionalityTM bundles multiple calls to the
TPM into a simple API for calling instances. It enables callers to create com-
plete certificates including measurements and bound keys. Additionally, it offers
functionality to bind/unbind, seal/unseal (cf. [74]) these keys to specific platform
configurations or to report current measurement values stored inside the TPM.
The keys used to set up and attest in the Trusted Channel concept are computed
and held by theTM . They never leave the TCB. The session keys of the TLS ses-
sions are computed in a special component of theTM : theTLS backend . This
component represents the back-end of theTLS frontend doing the actual en-
cryption and decryption of the data packets. Furthermore, TM allocates memory
for transferred data and controls access to it according to an application security
policy held by thePolicy Manager PM .
• TLS frontend is the front-end to theTLS backend within TM . It is responsible

for setting up TLS connections and doing the message formatting, interpretation
and creation.4

• Compartment Manager(CM) measures compartments when starting them. To
differentiate client compartments,CM assigns a unique ID to every compartment
(compID). The compartment’s configuration is appended together with its ID in
a Configuration Data Structure(CDS).CM takes care of keepingCDS secure
(inside the TCB) and providing it to other TCB components.CM also acts as
root for a set ofmonitoring agentseach one running in a different compartment
keeping track of code execution. Thus, every change in the configuration of a
running compartment will be reported by one of these clientsback to theCM that
stores them and in turn reports the measurements taken to other instances like,
e.g., theTM .5

• Policy Manager(PM) stores platform and application policies and providesthem
to other components of the TCB when needed.6

• Storage Manager(SM) handles persistent data storing for the different compart-
ments. It can encrypt keys and data using thenon−migratable Kstorage that is
bound to the complete TCB.7 Every compartment owns some storage (e.g. a hard-
disk partition) that is bound to this compartment by encrypting the data stored
usingKcompID . Thus, no other compartment is able to access this compartments
storage unless this is explicitly allowed by the security policy.
• Proxy is a small proxy server that acts as endpoint for the TLS connection and is

configured byTM .
• TPM Software Stack(TSS) presents an API to access TPM functionality. This

component is defined in the according TCG specifications (cf.[75]). In our im-
plementation we usedTrouSerS (cf. [57]).

For direct communication between processes, IPC (Inter-Process Communication)
functionality are used. Additionally, virtual Ethernet connections are applied for inter-
compartment communication. For our implementation we chose to offer two possibili-
ties to use the Trusted Channel: either directly by using theTLS frontend or indirectly

4For a more detailed view on the TLS components and their implementation see Section 5.6.
5The Integrity Measurement Architecture (cf. [65]) that wasdesigned by IBM Research shows how this

can be done.
6This component is not implemented yet, for the prototype we applied fixed policies.
7Kstorage represents theStorage Root Key (cf. [74]) that is kept inside the TPM as root for the whole

key infrastructure. This key is labelednon −migratable. That means the key’s private part never leaves
the TPM.
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by using a proxy server that in turn includes thisTLS frontend . The second one is es-
pecially useful for the “transparent” deployment of Trusted Channels.8

Application Layer : The application layer consists of different compartmentsand ap-
plications. This may be whole operating systems or specific applications running di-
rectly on the hypervisor/microkernel.

5.5 Credentials, Extensions and their Usage

In this section we show which credentials and extensions we defined to adapt the nor-
mal TLS handshake to our approach.

The new credentials are necessary to bind the TLS channel to the endpoints whose
configuration is reported and to be capable to prove that a certain TCB is in place
without interaction with the TPM every time a Trusted Channel is set up. Otherwise,
this would result in a significant performance loss, especially in connection with server
systems. Additionally, we want to be able to change the TCB configuration without
requesting a new TLS certificate every time this is done. Thiswould not be possible
if a non-migrateable key was used during the handshake because resealing such keys
to a different TCB is not permitted. Therefore, we present a procedure that allows the
update of the TCB without compromising the TLS keys and thus preserves the validity
of the TLS certificate.

The introduced extensions are necessary to trigger and negotiate the exchange of
configuration information as well as for the transport of theadditional data.

5.5.1 Keys and Certificates

Binding Key (KSKAE ) and SKAE: The non − migratable asymmetric key pair
KSKAE (PKSKAE , SKSKAE ) is created after an Attestation Identity Key (KAIK )9 has
been installed. Its private partSKSKAE is sealed to a specific TCB usingKstorage and
never leaves the TPM unencrypted (see Figure 5.3). We make use of theSubject Key
Attestation Evidence(SKAE ) as proposed by the TCG (cf. [72]).SKAE can vouch
thatKSKAE was created by aTrusted Platformthat conforms to the TCG specification
(cf. [74]) and that a certain TCB configuration has to be in place during release.

Bound Encryption Key (Kenc) and Bound Signature Key (Ksign ): We introduce the
asymmetric key pairBound Encryption Key(BEK) Kenc (PKenc , SKenc) andBound
Signature Key(BSK) Ksign (PKsign , SKsign ), that are considered long-lived and us-
able for all client compartments that wish to establish a Trusted Channel to a remote
party. They are created and sealed byTM usingKstorage at any time before the Trusted
Channel is set up. ThenPKenc andPKsign are included in a specificTLS certificate
(certTCLS ). ThecertTCLS of S will likely be signed by a CA like e.g. Verisign. In

8“Transparent” deployment means that applications runningin client compartments are not involved in
setting up the Trusted Channel. This is instead triggered bythe platform or the application policy kept by
thePM , e.g., during the installation of the TCB or the applicationitself.

9This is a specific signing key defined in the TCG specificationsthat can be used to authenticate a user
and/or his system. It is kept securely inside the TPM and can only be used for signing stored measurement
values or certifying other non-migratable keys (cf. [74]).
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Figure 5.3: The key hierarchy

contrast thecertTCLS of C could also be self-signed byC. But, if C wants to be able
to attest to its state, some kind ofcertTCLS is needed during for the TLS handshake.
SKenc andSKsign are loaded during the start of the platform and kept inside the TCB.

We needKSKAE to authenticateKenc andKsign :10 By signingPKenc andPKsign

usingSKSKAE we provide evidence thatSKenc andSKsign are kept secure inside
the same TCB.11 To useKAIK directly for this purpose is not allowed by the TCG
specification. Thus, the usage ofKSKAE indirectly vouches that a certain TCB is in
place. Therefore, theTPM_Sign() function is applied to signKenc ’s andKsign ’s public
parts withSKSKAE . This is done whenTM is initialized.

5.5.2 TCB Update Management

It has to be possible to update the TCB without requiring a newTLS certificate. The
problem here is that a system in an updated state (and its peer) has to be able to judge
the former state, because otherwiseKenc andKsign may have been compromised and
a new certificate is needed. To be able to do this we keep a secure changelog . The
changelog holds the name and hash value of the component that has been updated or
replaced. Additionally it contains a link to a certificate bya trusted third party (e.g.,
the manufacturer) that vouches for these values. If a completely new component is
installed without replacing or updating an old one, this is stored in the same form but
marked as new.

The update process begins with unsealingSKsign and SKenc . Then the new
package 12 is downloaded from a trustworthy entity together withcertupdate containing
the hash value of the component after installation. ThenTM computes the foreseen
configuration of the platform after the installation using the hash value comprised in
the certificate replacing the values of the updated component in theCDS and it updates
changelog . SubsequentlySKsign andSKenc are sealed to this state and the resulting
encrypted keys stored byTM . In a last step the newpackage is installed. After this
process the platform has to be rebooted to let the changes take effect.

10It would also be possible to useKSKAE instead ofKsign for signing during the handshake. But then
the involvement of the TPM every time a Trusted Channel is setup would be necessary.

11The TCB must checkdigest at creationanddigest at releaseof the stored key data objects (cf. [76,
p.89]) before signing it withSKSKAE to be sure that they were not compromised by a former TCB.

12This may be considered like a package structure as it is used by several Linux distributions, e.g., rpm or
deb.
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5.5.3 Extensions used in the TLS handshake

TLS message extensions(cf. [24]): Attestation Extension (AExt) or
State Change Extension (SCExt) are transmitted within theClientHello or
ServerHello messages. The first one is used in the initial handshake to negotiate which
side (C and/orS) has to attest to its state, the type of attestation and state-monitoring
supported or if privacy of attestation information is desired. SCExt is used to inform
the peer of a state change on the counterpart and to transportconfiguration data in a
re-handshake (cf. Section 5.5.6). This re-handshake is triggered when a state change
occurs on any side and if the corresponding state monitoringoption was selected in
AExt .

Additional handshake message: To convey configuration information additional
SupplementalData extension messages are used (see [66]). They include theSKAE ,
keys, a digest13 of the nonces sent in the TLS Hello messages andproperties depend-
ing on what kind of attestation and key exchange was chosen. Furthermore, a Signature
SigaD over the attestation data (aD) is appended:

nonceSD ← digest(nonceC
TPM ,nonceS

TPM )
SigBSEK ← sign(digest(PKenc, PKsign ); SKSKAE )
properties := { CDS , certificates, reference values, changelog }
aD := { SKAE , PKSKAE , SigBSEK , nonceSD , properties }
SigaD ← sign(aD; SKsign )

Apart from our approach also other concepts of attestation are supported. If, e.g., the
TCG attestation mechanism should be used, a digest ofnonceSD , PKenc andPKsign

is given as external data to theTPM_Quote() function of the TPM (cf. [74]).aD then
contains the following values:

propertiesTCG := { CDS , TPM _Quote, certificates, reference values,
changelog }
aDTCG := { nonceSD , properties }
SigaD ← sign(aDTCG; SKsign )

In caseprivacy of attestation information is desired by one of the communication
partners, noSupplementalData messages are sent within the first handshake. Thus,
a second handshake is performed directly after the first one to exchange attestation
information encrypted using the session key negotiated in the previous handshake (see
[66]).

5.5.4 Trusted Initialization

To be able to attest to a platform’s configuration, its hard- and software components
have to be measured reliably and those measurements have to be stored securely. An

13The term digest stands for a SHA1 message digest (cf. [22]).
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Figure 5.4: Initial Interaction with TPM to retrieve necessary keys and credentials

ongoing measurement process is effected originating from theCore Root of Trust for
Measurement14 that initiates the measurement process up to the Application Layer. Ev-
ery component that has to be loaded during the boot process ismeasured before passing
control over to it. Consequently, aChain of Trust(CoT) is established and the TCB is
measured reliably. These measurements consisting of hash values over loaded code are
stored inside the TPM and represent thestatic configurationin our approach because it
must be only modifiable with a following reboot. After the boot process platform moni-
toring is conducted byCM . CDS that reflects the platform configuration is maintained
by CM . The configuration of compartments that run above the TCB represent thedy-
namic configurationbecause we allow state changes to happen. In our approach the
CoT is initially built-up until the TCB is loaded and running. To be able to provide
support for Trusted Channels a random generator, seeded using TPM_GetRandom() at
boot-time, provides randomrdTPM . After the system has booted-up and the TCB is
in place,TM unsealsKenc andKsign and signs their public parts withSKSKAE (see
Figure 5.4).TM now holdsrdTPM , KC

enc , KC
sign , PKC

SKAE andSigBSEK . Now, the
system is initialized and ready to build up a Remote Trusted Channel. Subsequently,
CM extends the CoT when a client compartment is loaded that runson top of the TCB.

5.5.5 Adapted TLS Handshake

In this Section we describe the linkage of integrity reporting to the TLS protocol. We
designed our approach to be able to use all common TLS key exchange types like DH-
RSA, RSA, DHE-RSA and DH-anon (cf. [19]). In the following example the RSA key
exchange will be applied in a mutual attestation scenario without need for privacy.15

Negotiating Security Parameters:To setup a Trusted Channel theTLS frontend (cf.
Section 5.4.2) requests the start of its back-end. Then the two parties involved in the
communication negotiate the attributes of the Trusted Channel they want to establish
(see Figure 5.5). Those attributes are. e.g., the cipher-suite that will be used or details
concerning the configuration data that is exchanged. TheTM on each side is responsi-
ble for composing theAExt and fetchingnonceC

TPM from rdC
TPM . Therefore,TM has

to take care that the channel set-up respects platform and application policy provided
by PM .

14This is a small piece of code initiating the measurement process at the very beginning of the boot process.
Usually, this code is located within the BIOS.

15Examples using different key exchange types are described in a technical report available at
http://www.trust.rub.de.
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Figure 5.5: Adapted TLS with Attestation Data

Configuration Exchange: Every side provides evidence related to its configuration
and integrity. On each sideSupplementalData messages are composed for this pur-
pose. Thus, theTM fetches platform credentials as well as those related tocompID

from storage usingSM (cf. Section 5.4.2). TheCM provides the currentCDS . Fur-
thermore,TM computesnonceSD and puts all those elements into theaD structure
and signs it usingSKsign .

Configuration Validation: In this step every side evaluates the configuration of the
counterpart. Therefore, the data received inside theSupplementalData message is
analyzed and verified byTM . First, theSKAE is evaluated using either the op-
tional certSKAE or reference values and additionalcertificates provided by the
peer and/or trusted third parties. Subsequently,CDS is verified the same way and
nonceSDS is compared tononceSDC . Finally, SigBSEK andSigaD are inspected
by TM usingPKSKAE andPKsign of the counterpart. ThecertTCLS is checked by
the standard TLS software. If any signature check or configuration verification fails,
communication is aborted issuing a corresponding TLS alert(cf. [19]). The platform
policy could allow the evaluation of the configuration evidence reported by the peer to
be shifted or extended beyond the initial handshake. In somecircumstances this may
be desirable to further increase performance of the channelsetup.

Computation of the Session Key:The C sends random key material (rdSeK ) taken
from rdC

TPM and encrypted usingPK S
enc representing thePreMasterSecret (PMS)

to the server inside theClientKeyExchange message. Furthermore, with the follow-
ing CertificateVerify message the possession ofSKC

sign is proven, as well asrdSeK

authenticated by signing a digest over all previously exchanged handshake messages
(prev). The server in turn proves possession ofSK S

enc by decrypting PMS. Subse-
quently, the Session Key (SeK ) is derived from the samemaster secret (ms) on
both peers (cf. [19, p.24]). Finally, key exchange and handshake are finalized by the
ChangeCipherSpec protocol and finalFinished messages. TheseFinished messages
are already encrypted usingSeK , thus, a failure in key exchange would be noticed (cf.
[19, p.51]).
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Figure 5.6: OpenSSL enhancements

5.5.6 State Change

In case the parties agreed on state change notification during the initial handshake the
following procedure takes place: A state change on one platform is noticed byCM (an
efficient monitoring agent assumed, cf. Section 5.4.2).TM can block access to the
SeK and/or instructSM to restrict access to data belonging to the session depending
on the security policy of the application. Both sides are notified usingHelloRequest ,
ClientHello andServerHello, respectively. The updatedCDS ′ for validating the new
configuration is securely transmitted to the counterpart encrypted usingSeK (since the
Trusted Channel is still in place between the involved TCBs)and included inSCExt .
Subsequently, a TLS resume message flow takes place (cf. [19]). After the short TLS
resume handshake the new session keySeK ′ is computed and the communication can
continue, or the channel is torn-down because the requirements of the security policy
of the peer are not fulfilled any longer (for details see Appendix A.3).

5.6 Implementing a Trusted Channel with OpenSSL

To implement a TLS-based Trusted Channel, we chose OpenSSL [55] as basis: this is
a multi-platform and widespread software toolkit implementing cryptographic opera-
tions. It consists of two shared libraries (libssl andlibcrypto) implementing all
OpenSSL features and a console command (openssl) wrapping them. The libraries
can also be directly used by generic applications.

We identified three different areas where OpenSSL needs enhancements: TLS ex-
tension support, TC management and TC engine. These are represented in figure 5.6:
the standard OpenSSL libraries and the first two enhancements together with a portion
of the TC engine form theTLS frontend while the core of the engine implements the
TLS backend . The implementation has been tested using a Proof of Conceptproto-
type.

TLS extensions: The development version of OpenSSL (0.9.9x) includes support for
the extensions toClientHello andServerHello messages defined in [19] which are
hard-coded. We implemented a mechanism to easily add generic user-defined exten-
sions to these messages. The new extensions are handled through callback functions
implemented and registered by the calling application or library. This mechanism has
then been used to implement the Hello extensionsAExt andSCExt that trigger the
delivery of theSupplementalData handshake message [66]. Not originally supported
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Figure 5.7: Proof of Concept prototype

by OpenSSL, this is a new hard-coded message added to carry the proper attestation
data. All enhancements are implemented as patches to sourcecode oflibssl library.

TC management module: This is a completely new module that contains the logic of
the TC-specific operations. Indeed it deals with all operations bound to the attestation-
related extensions. It also handles the parsing and the validation of the credentials
received during the handshake (PKAIK , PKsign andPKenc) and it manages the val-
idation of the attestation data. To perform some of these operations, the TC engine is
also used. Finally it provides the application with an interface to set up the Trusted
Channel.

TC engine: We implemented an OpenSSL engine split into two parts. The
TLS frontend runs in the application (or proxy) memory space and it is the actual
engine module loaded by OpenSSL. TheTLS backend is the core of the engine actu-
ally implementing the functions needed by TLS protocol, it is part of the TCB and it
runs in a different compartment.

When the library implementing TLS (libssl) needs to use one of the functions pro-
vided by the engine, it invokes the front-end engine’s registered functions. The front-
end does not implement the cryptographic functions, therefore it forwards the requests
over a communication channel to the back-end which handles them.

Proof of Concept prototypeWe built a Proof of Concept prototype of the OpenSSL
split based on Xen, whose architecture is represented in Figure 5.7. The back-end of the
TC engine runs in Domain0, the Xen privileged domain, and implements the features of
the Trust Manager. It uses TrouSerS, an open source TCG Software Stack (TSS) [75],
to access the TPM capabilities. The communication channel betweenTLS frontend

andTLS backend is currently a TCP-based protocol. The back-end of the TC engine
can be decomposed in: (1) server-side stub, the endpoint forthe communication with
the front-end, (2) the Trusted Platform Agent (TPA)16 in charge of dealing with the life-
cycle management of all credentials and implementing a minimal Storage Manager and
(3) a software engine that performs all cryptographic operations during the handshake
and the TLS session (we chose to use the OpenSSL librarylibcrypto).

The verification of the attestation data carried through theSupplementalData message
is a task under control of the application via TC management library: it can be directly
performed by the application or delegated to the TPA.

16TPA is a component developed within the OpenTC [54] project
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5.7 Security Considerations

Here we do a short reevaluation of the security requirementsadopted from [28] and
presented in Section 5.2.1 with regard to our new approach.

(SR1) Secure channel properties:TLS provides secure channel properties during
transmission over insecure networks. On the endpoints the TCB offers those prop-
erties. Confidentiality and integrity are provided by trusted initialization, isolation
of the TCB and platform monitoring. The TCB also takes care ofauthenticity and
freshness by securely storing nonces and session keys. As a result of platform
monitoring every manipulation of a compartment is noticed and access to sensi-
tive data can be barred if necessary to ensure the security properties. Furthermore,
SM provides trusted storage that can preserve secure channel properties in case
that data is stored persistently.

(SR2) Authentic linkage of configuration information and secure channel: Au-
thenticity of communication is guaranteed by providing thecertTCLS that is used
to authenticate the endpoints (cf. Section 5.5.5). The secure linkage of con-
figuration information to the endpoints is verified by evaluating theSKAE (or
certSKAE ), SigBSEK andSigaD .

We assume a secure as well as specification conformant creation ofKstorage (Stor-
age Root Key) andAIK. We further assume that a TCB whose configuration has
been evaluated by the counterpart is able to reliably transfer configuration infor-
mation related to the client compartments and takes care of the secure storage and
application of the keys used within the handshake. A possibility for the retrieval
of CA keys for verification of signatures is also anticipated.

After a successful evaluation of the credentials transferred the following state-
ments can be made: All keys are bound to the same TCB. This TCB is specified
by measurement values incorporated inSKAE . Thus, theproperties and the
Changelog sent have to originate from this TCB becauseSKsign is sealed to this
TCB and signed bySKSKAE . Hence, key material sent toS necessary for the
computation of the session keySeK is only available to this specific TCB be-
causeSKenc is also sealed to this TCB and signed bySKSKAE . TheFinished

message that is already encrypted usingSeK assures authentication of endpoints
and linkage of configuration information to the Trusted Channel (for details see
Appendix A.2).

SeK , Ksign andKenc are kept inside the TCB during the whole session. Due
to the strong isolation property of the TCB those keys cannotbe disclosed to
compartments running on the same TCB or to other platforms. Relay attacks
as well as attacks to obtain any keys establishing the Trusted Channel are not
feasible assumed that no hardware attacks are applied because the TPM is only
considered secure against software attacks. Thus, the disclosure of keys likeKenc

is very unlikely to happen but as a fallback mechanism revocation lists have to be
maintained.

(SR3) Privacy: With regard to configuration data transmitted we decided to provide
a possibility to send it encrypted to protect potentially sensitive data (see Sec-
tion 5.5.3). Only the configuration of TCB and the TLS client compartments is
reported to the peer keeping the information disclosed to the other platform as
minimal as possible, in contrast to other approaches where the configuration of

OpenTC Document D05.4/V02 – Final R6505/2008/05/26/OpenTC Public (PU)



CHAPTER 5. TRUSTED CHANNELS WITH REMOTE INTEGRITY VERIFICATION63

all components running on a platform is disclosed. Furthermore, every commu-
nication partner can assess the trustworthiness of its counterpart and thus, make
a judgment on whether it will treat personal information according to its security
policy.

5.8 Functional Considerations

To meet these functional requirements enlisted in Section 5.2.2 the following measures
have been taken:

(FR1) Fast deployment possible:To make a fast and wide-area deployment of our
approach possible we decided to adapt TLS as a commonly used protocol to sup-
port the exchange of endpoint configuration information. Furthermore we took an
existing implementation (OpenSSL) of the TLS specificationand adapted it to our
needs. So the effort that has to be put into the implementation of our approach was
moderate and will presumably be moderate for other existingTLS implementa-
tions. Additionally, we only applied mechanisms and concepts already defined in
existing specifications (cf. [72], [74], [77], [76], [75], [24], [19], [66]). Thus, it is
not necessary to go through a time-consuming specification process. Last but not
least our new concept is able to support all common key exchange methods ap-
plied within the TLS handshake. This is important keeping inmind that different
key exchange methods are used in different scenarios.

(FR2) No additional costs are induced: For the implementation of our concept
we used commercial of-the-shelf hardware. Thus, no expensive cryptographic
hardware is necessary. Only Open Source Software was used for the realization
of the software part. The resulting code is available without charge and incurs
no additional license costs for the user. In contrast to [28]we also decoupled
TLS certificates from the platform configuration information. This is an important
issue because on the one hand re-certification of the TLS endpoint and its keys is
expensive but on the other hand we want the keys to be securelybound to a specific
platform configuration to be able to prove that they have not been compromised.
We solved that problem by introducing a TCB update mechanism(cf. section
5.5.1) that enables the underlying TCB to be updated withoutlosing track of the
states the platform went through.17 This can be done by evaluating thechangelog .
Thus, it is always possible to verify if the keys may have beencompromised by a
previous insecure configuration of the platform and the peercan choose whether
to trust or not to trust in the keys included in the TLS certificate.

(FR3) Minimal performance overhead during handshake:To be able to have fast
response times during the handshake we do not rely on the direct usage of the
TPM. This would induce too much overhead since the TPM is onlyconnected
to an LPC-Bus that has only limited bandwidth and its processing power is also
very restricted. So we decided to involve the TPM only at the initialization of the
system to be sure that the TCB is well configured. From then on all functionality
are provided by TCB software components. Measurements are stored and reported
by those components, they keep track of the platform state and provide secure

17In a microkernel approach for example the configuration of the TCB will change rather rarely while the
TCB of monolithic systems like Windows OS may change frequently.
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encryption and decryption routines. Thus, even in a server environment that has
to be able to set up many TLS connections in a short period, fast response times
are ensured.

(FR4) Flexible configuration reporting: By incorporating the possibility to trans-
fer whatever properties (e.g., see [59]) one may want to provide, e.g., certificates,
hash values, signed configuration files or other credentials, we ensured interoper-
ability with any existing attestation concept and safeguard forward compatibility
of our concept. Thus, we exemplary showed that the TCG approach to use a
TPM_Quote() (cf. [77, p.160]) result as way to transfer configuration information
is also usable within our approach (see Section 5.5.5).

(FR5) Backwards compatibility: To be sure that also peers only supporting the
normal TLS handshake can communicate with systems that use our concept, we
kept the TLS certificate in its traditional form and used onlyTLS extensions to
provide a Trusted Channel. Those extensions are per definition (cf. [24, p.3])
ignored if they are not supported. Thus, the peer that theoretically would support
attestation extensions has to decide whether to continue with setting up a common
TLS secure channel for a given purpose or breaking the connection for the reason
of insufficient security. Furthermore we kept the whole implementation separated
from the application layer offering a transparent usage of the Trusted Channel.
Thus, applications do not have to be adapted to make use of ourconcept.

5.9 Summary

In this paper we presented a security architecture as well asan adaptation of the TLS
protocol to provide a Trusted Channel that combines the security features of a secure
channel with the ability to reliably determine the trustworthiness of the communication
endpoints.

After a detailed description of our design and its implementation we showed that
our approach is able to meet the strict requirements set in the beginning. By meeting
these requirements we are able to provide a means to fight off many threats to today’s
and tomorrows distributed applications with a concept thatis deployable for the short-
term.

In a next step we plan to adapt IPsec to provide Trusted Channels in connection
with our security architecture and we work on an implementation of a run-time integrity
measurement agent. A formal security analysis of the presented protocol is subject to
future work as well as the adaption of other protocols, e.g.,SSH, to fit the needs of a
Trusted Channel.
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Chapter 6

Conclusion and Outlook
Matthias Schunter (IBM)

In this report, we have described the OpenTC Security Services. These service
are the foundation for enforcing policies for Xen-based Hypervisors. In addition, the
trusted channels allow L4 machines to validate Xen machinesand vice versa.

These building blocks are currently used to build a secure virtual datacenter. This
datacenter reliably and verifiable isolates customer from each other while guaranteeing
proper policy enforcement for each customer.
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Appendix A

Some details on Trusted
Channel Implementation

A.1 Details of Hardware and Virtualization Layer

A.1.1 TC-enabled Hardware Layer

The hardware platform has to provide additional componentsas defined by the TCG
in various specifications (e.g., [74]). The central component forms the TPM which is
currently implemented as a dedicated hardware chip. It offers amongst others some
amount ofprotected storage. It provides a set of registers in protected storage called
Platform Configuration Registers(PCR) that can be used to store hash values. Protec-
tion mechanisms ensure that the value of a PCR can only be modified in a predefined
way1 (see also Section 5.5.4). Protected storage is also used to store certain security
sensitive keys, e.g.,Attestation Identity Keys(AIK). An AIK is non-migratable, i.e.,
its private part never leaves the TPM’s protected storage and can only be applied for
signing data (e.g., via theTPM_Quote() command) that originates from the TPM (cf.
[74, p.18]). An AIK certificatecertAIK can be obtained from aCertification Authority
(CA) that vouches for the mentioned AIK properties. Furthermore the TPM provides
functionalities such asbindingandsealingthat allow to cryptographicallyrelate/bind
data to a certain platform configuration, which is reflected by a subset of PCR values.

A.1.2 Virtualization Layer

The Virtualization Layer is part of the TCB and consists of a hypervisor/microkernel.
We used the Xen hypervisor (cf. [82]) and the L4 microkernel (cf. [44]) for our imple-
mentation.

The hypervisor/microkernel provides and mediates access to hardware components
of the platform by presenting virtualized instances of these components to the upper
layers. By providing virtual memory that solely directs memory accesses to logical
address spaces, interfaces for access control mechanisms and monitoredInter Process
Communication(IPC) the virtualization layer guarantees separation of compartments

1 PCRi+1 ← Hash(PCRi|x), with old register valuePCRi, new register valuePCRi+1, and input
x (e.g., a SHA-1 hash value). This process is calledextendinga PCR.
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(runtime isolation).2 The code of the TCB resides in a protected memory region and
is only accessible to higher layers by using specific interfaces. Additionally, only the
hypervisor/microkernel runs in kernel mode. All device drivers and compartments in
turn run in user mode.3 Thus, separation from software layers operating on top of the
virtualization layer is also guaranteed.

2Direct Memory Access(DMA) is not considered here. To protect against attacks misusing DMA new
security concepts likeIntel Trusted Execution Technology(TXT, cf. [35]) or AMD I/O Virtualization Tech-
nology, (cf. [4]) have to be applied.

3On top of the Xen hypervisor the kernels of the guest OSs run inring 1. Everything else in ring 3.
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A.2 Linkage of Configuration Information to Secure
Channel

As an Example we show the evaluation steps for the client side:

Client holds :={PK S
enc , PK S

sign , certSTCLS , changelogS , certSAIK , CDSS ,
reference values, SeK , nonceS

TPM , nonceC
TPM , nonceSDS ,

SigS
aD }

(i)
certSTCLS := { PK S

enc , PK S
sign , SigCABSEK }

eval : digest(certSTCLS ) == dec(SigCABSEK ; PKCA)
⇒ S authenticated

(ii)
SeK is verified by theFinished message
⇒ SeK S == SeKC

⇒ SeK authenticated
⇒ msS == msC

⇒ (rdSessionKey, nonceC, nonceS)
C ==

(rdSessionKey, nonceC, nonceS)
S

⇒ (nonceC, nonceS)
C == (nonceC, nonceS)

S

⇒ freshness ofSeK ensured
⇒ rdSessionKeyC == rdSessionKeyS == rdSessionKey

⇒ rdSessionKey == dec(enc(rdSessionKey; PKS
enc); SKS

enc) ==
rdSessionKey

⇒ S proved possession ofSK S
enc

(iii):
aDS := { SKAES , PK S

SKAE , SigS
BSEK , nonceSDS , CDSS , changelogS }

eval : digest(aDS )← dec(SigS
aD ; PKS

sign)

⇒ S proved possession ofSK S
sign

eval : digest(PK S
enc ,PK S

sign )← dec(SigCABSEK ; PKCA)

⇒ aDS authenticated to be fromS
eval : nonceSDS ← digest(nonceS

TPM , nonceC
TPM )

⇒ freshness ofaDS verified
SKAES := { SigS

SKAE , TPM_CERTIFY_INFO2S, PK S
SKAE ,

reference values}
eval : digest(SKAES )← dec(SigS

SKAE ; PKS
AIK)

⇒ SKAES authenticated
certSAIK := { PK S

AIK , SigCAS
AIK }

eval : digest(certSAIK )← dec(SigCAS
AIK ; PKCA)

⇒ K S
AIK authenticated

⇒ TCB of S is in the state included inSKAES whenSK S
SKAE is used

eval : digest(PK S
sign , PK S

enc )← dec(SigS
BSEK ; PKS

SKAE)

⇒ TCB of S is in the state included inSKAES becausePK S
sign , PK S

enc

were signed bySK S
SKAE and a state change of the TCB is only possible

with a following reboot and the creation of a newSigS
BSEK
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A.3 State-Change Protocol Flow

To be able to transfer information about a state change we definedSCExt that carries
encrypted configuration information.4 In the following we present the protocol flow in
case of a state change onS. State changes onC are managed accordingly.

Notifying State Change:If the monitoring component ofCM S detects a state change
within an involved compartment,CDSS is updated toCDS ′S by CM S . TM S is
notified that a state change occurred. As consequenceTM S can restrict access to
SeK and data belonging tosessionID depending on the security policy of the ap-
plication. Thus, access to data could be barred tocompID . ThenTM S issues a
command to triggerTLS_frontendS to send aHelloRequest indicating that some re-
handshake is necessary. As reaction to theHelloRequest theTLS_frontendC issues
aClientHello message that comprisessessionID , nonce ′C and anSCExtC included
in thehello_ext_listC to informS that no state change occurred onC.5. TM S asks
CM S for CDS ′S . Subsequently,TM S composesproperties ′S .

properties ′:= This data structure comprises theCDS ′, additional certificates
and/or links to reference values for the evaluation ofCDS ′.

ThenTM S createsSigS
stateChange by signing a digest of the nonces andproperties ′S

usingSK S
sign .

SigstateChange ← sign(digest(nonce ′S , nonce ′C , properties ′S ); SKsign)a

aIn case of a state change onC only nonce′C is included.

In the next stepSCExtS is composed and given toTLS_frontendS .

SCExt := {SigstateChange , properties ′ }

TLS_frontendS sends the samesessionID as C, nonce ′S andSCExtS indicating
that its state has changed usingServerHello. Now C is aware that this is not a normal
resume message exchange andSigS

stateChange , properties ′S sent withinSCExtS have
to be evaluated.

Updating Session Key:nonce ′C andnonce ′S are mingled with the existingSeK to
form SeK ′ (cf. [19]). This is done on both sides, i.e., also onS where the state change
occurred. This is necessary to getSeK ′ on both sides. If the new state does not satisfy
the security policy of the application, all data exchanged until this very moment and
the correspondingSeK are treated depending on that policy, that means, data is either
deleted on both sides byTMC andTM S or stored with the help ofSMC as well

4One could also add an additionalSupplementalData message to transfer configuration information
in the resume handshake but we aimed at easy implementation and thus we chose to useClientHello and
ServerHello extensions for that purpose. But if the amount of configuration information that has to be
transferred is against our assumptions big, this possibility has to be considered.

5In this scenario we want the server to provide information the client did not request explicitly in its
extension and this is not yet clearly specified. But in the TLSextension specification this issue is already
mentioned (see [24, p.6])
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asSM S , respectively.6 Alternatively, access to this data may still be possible or only
somehow restricted, but no further data is sent by the counterpart.

Finally, theChangeCipherSpec protocol is used to inform the endpoints thatSeK ′

has to be used from now on.SeK is deleted byTM S andTMC . In the last step the
Finished message is sent to check if the state change was handled properly.

6The data is stored bound to the previous state considered acceptable if recommended by the application.
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