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Foreword

We live in a world where the physical and digital have become entwined. From
the sea of sensors that monitor almost everything we can imagine monitoring,
to the computers that collect, store and process all the information, to the clever
analytic software that draws conclusions, every aspect of our lives is mediated
in some way by the digital. And whether it is food being delivered to the local
store, planes landing safely, the scanner in the hospital imaging correctly, or
the financial markets not collapsing, increasingly we are completely dependent
on all this technology behaving in some reliable way.

The pace of technology change shows no signs of slowing, and the next
ten years are as likely to be as transformative as the last ten. Yet with each
new wave of technology we do not completely get rid of what is already there,
building an ever increasingly complex world where our dependence on tech-
nology increases, but worryingly where we understand less and less about how
it all works.

And whether it is criminal, activist or government activity, hardly a day
goes by without stories of cyberattack in some form, increasing our concerns
as to whether we really can depend on all these online systems.

This mix of increasing complexity, lack of understanding, and adversaries
who we believe might be smarter than us, gives rise to a great deal of anxiety.
Anxiety that is easily compounded by movie scripts that paint hackers and
government agencies as capable of completely controlling our digital world.

We desperately need the concepts that will help us build and analyse sys-
tems in ways that reduce complexity, increase understanding and reassure us
that attackers can only disrupt those systems in limited ways. We would like
to be able to trust all this technology in some way.

Yet trust is one of those slippery terms in information security that we
all recognise and agree is important, but we have real difficulty nailing down
exactly what trust means, how we might measure it and how we can use our
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FOREWORD

understanding of trust to greatest effect to better protectthe assets that we value
most highly.

It does seem clear that today the need for trust is present in almost every
aspect of life, and that this is reflected in the way we work andhow we organ-
ise our business practices. As the world begins to experience an unprecedented
level of highly targeted, sophisticated attacks on our corporate networks and
systems, knowing who, what and when to trust is critically important. Yet
‘trust’ is used to cover a wide range of concepts. When we consider comput-
ing systems, some argue that the concept of trust is irrelevant, perhaps even
dangerous, that systems should be designed around guaranteed functionality,
and that we should avoid security that ‘cannot be measured’.Others claim that
it is impossible to ignore trust, and that trust is a fundamental component of
any system that involves humans in a decision making or critical role. It is
fairly obvious they are not talking about the same thing.

Trust, when used in the context of trusted or trustworthy computing plat-
forms, is very much about technological guarantees. And in this sense these
technologies perform well, since their performance can be measured, metrics
established, and a quantitative statement about trust madewith reliability. But
every system has its Achilles heel, and for many it is the ‘human in the loop’
that raises questions and introduces doubt. Unfortunately, we are a long way
from adequately connecting the dots from low level system measurements,
up through the technology stack, to how users think about thetasks they are
carrying out and either follow or circumvent the rules and norms others are
expecting them to follow.

Throughout, a question that remains to a greater extent unanswered, and
one that research on trust can address, is whether a dependency on trust is
good – or bad. Can trust help us achieve a higher level of security or should
we make every attempt to rid trust from our vocabulary?

One reason why trust is so troublesome is that humans are unpredictable.
Nevertheless, humans do respond well to their environment.They identify
and react to changing priorities, and offer invaluable flexibility. Being able
to recognise situations where human intervention is valuable and positive, or
even facilitate the formation of such situations, is a powerful capability.

It is a common expectation that people will behave in predictable ways thus
providing organisations with the reassurance that policies and procedures will
work as anticipated, an important consideration at a time when cyber security
is at the top of every CIO’s priorities list. Predicting behaviour, though, is not
an exact science. And this means that within an organisationknowing when to
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let go and when to exert tight control is seen as much of an art as a science. But
by understanding the range of possible outcomes that may arise when relaxing
or reinforcing practices, we move towards ‘informed choice’. And with this
new knowledge we have a better understanding of whether existing security
techniques can help us or if new concepts are needed.

The Trust Domains project sheds light on all of this and develops our un-
derstanding of the role that trust plays in a corporate setting, where rules and
roles dominate the management of risk, but where rule-breaking is not uncom-
mon.

As the world becomes more complex and experiences new and highly tar-
geted forms of cyber-attack, research that advances our understanding of where
and how we should direct our security efforts is an imperative, enabling organ-
isations to be better positioned to survive what many experts are saying is the
inevitability of either system failures of, or major attacks on, our online infras-
tructure with severe consequences for all of us.

Martin Sadler, OBE
Vice President and Director,
Security and Manageability
HP Labs
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Introduction

Trust is a prerequisite for collaborative human action and efficient co-operation.
This fact is of particular importance when collaboration ismediated by infor-
mation technology, where new domains of interaction are constantly created
within, between, across, and orthogonal to predefined organisational processes,
boundaries, and solutions, leading to challenges for the analysis, design, de-
ployment and assessment of collaborative IT systems.

Trust Domains are an emergent concept for addressing these challenges.
Traditionally, IT systems have been described in terms of classical attributes
such as functional composition, reliability, and security. This, however, is too
narrow a view for determining the level of trust that all participating entities
can have in each other and in the underlying technical infrastructure. There-
fore, the trust domains concept also looks at co-factors such as incentive struc-
tures, mutual expectations, reliance, and assurance. The goal is to develop
novel approaches that explicitly address the issue of reasonable user expecta-
tions when describing and designing collaborative information systems.

This book presents the results of the Trust Domains project,a three-year col-
laboration between HP Labs, Perpetuity Research Limited, Oxford University,
Birmingham University, Aberdeen University, and University College London,
funded by the UK Technology Strategy Board (TSB).1 The book is aimed at
the professional working in the security field, both from academia and from
industry, who wants to understand the basics of trust domains, the challenges
they pose, and the ways in which the Trust Domains project addressed them.

1Trust Domains: A Framework for Modelling and Designing E-Service Infrastructures for
Controlled Sharing of Information, TSB Project Number TP/400206
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Figure 1: General Structure of the Book.

The general structure of the book is illustrated in Figure 1:
In Chapter 1 we set out with a high-level guide to the insightsgained from

the Trust Domains project. We discuss requirements for and aspects of trust do-
mains from a criminological and sociological perspective,identifying require-
ments for establishing trust and factors that undermine trust. We then consider
how modelling can help with establishing and evaluating trust domains. Fi-
nally, we describe the application of these principles in practice. Each of these
areas is then discussed in more detail in the following chapters.

In Chapter 2 we approach the question of trust domains from a sociologi-
cal and criminological perspective. We discuss the definition of trust and study
frameworks for criminological studies. We then present insights on the be-
haviour of offenders and of the defenders of trust domains and identify main
requirements and problems with trust domains. These insights guide our fur-
ther studies throughout the book.

In Chapter 3 we describe a semantic model for trust domains. This model
is built upon standard semantic modelling techniques and simplifies commu-
nication about the requirements for and the actual implementation of trust do-
mains at the social, services, and infrastructure layers. In particular, the model
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enables us to identify the technical components required tosupport trust do-
mains.

Chapter 4 then provides a survey of components for trust domains. The sur-
vey is followed by the presentation of a technology referredto as a hypervisor
that supports monitoring of the system state of client devices.

Chapter 5 addresses the issue of modelling for trust domains. In order
to understand the operational properties of a trust domain,and to support the
designer and the users we apply several modelling approaches. These are com-
plementary to each other, in that they provide verification of security proper-
ties and evaluation of security and performance, both at design-time and at
run-time.

The application of the insights presented in Chapters 1–5 isdiscussed
in Chapter 6. Here, we first present an approach for communicating trust do-
mains principles at the sociological level. We then discussthe application of
design-time modelling in a particular scenario where thereis no specialised
trust-domains support available. Finally, we present two systems that specifi-
cally support trust domains in very different application scenarios: ConfiChair
is a tool for managing the review process of conferences. Operating under
strict assumptions, it is possible to prove that the protocol used in ConfiChair
is secure. The Trustworthy Collaboration System, on the other hand, supports
simple and trustworthy document sharing under loose constraints. While the
system is not provably secure, it supports the user in makinggood decisions
for establishing and maintaining trust.

The work presented in this book is largely based on the deliverables pro-
duced by the project and the publications of the academic partners. As the
presentation here is given in summarised form, throughout the book we refer
the reader to these sources for the details.

Acknowledgments
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Charlotte Howell, Brian Monahan, Neil Passingham, Joshua Phillips, Anbang
Ruan, and all of our interviewees as well as the participantsof the International
Workshop on Cloud Technologies and Trust Domains. Furthermore, we would
like to express our special gratitude to our TSB Project Monitoring Officer
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Chapter One

A Guide to Trust Domains

This chapter provides a broadly accessible discussion of the key findings pre-
sented in this book. The chapter, while also serving as an introduction to the
more detailed chapters that follow later, is intended primarily to be an easy-to-
follow stand-alone guide to the many important insights gained in the course
of the project. Thus, we aim to give a broad overview, and refer the reader to
later chapters for the fine details.

This chapter is structured as follows: We start by first introducing the con-
cept of Trust Domains (Section 1.1) and then describe issuesof trust arising
from empirical studies (Section 1.2). In Section 1.3 we discuss how modelling
helps establish trust. Finally, in Section 1.4 we describe two applications of
trust-domains principles in practice.

Example: Mergers and Acquisitions Process

Throughout the chapter we employ a typical workflow to illustrate the con-
cepts. This workflow, referred to as the Mergers and Acquisitions (M&A)
workflow, is follwed when companies merge with one-another or are acquired.
In this example, company A intends to acquire and merge with acompany B.
Company A draws on the services of a bank to support this process, and also
needs the services of lawyers and external analysts. The bank has the task of
contacting all parties, analysing data and preparing reports, and finalising the
contract. The workflow is as follows: First, the bank contacts both companies
and requests necessary data. This data is then analysed, both in-house and
by external analysts. Based on the reports, lawyers are contacted to draft a
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1. A GUIDE TO TRUST DOMAINS

contract, and the contract is then forwarded to the companies, in order to be
signed.

While this workflow is intentionally simplified for the example, it captures
the fundamental problems that can be addressed by concepts from Trust Do-
mains: Individuals from distinct organisations that do notnecessarily trust each
other on all accounts need to cooperate in order to complete aprocess, and in
all steps of the process sensitive data needs to be protected.

1.1 Definitions: What is a Trust Domain?

One of the insights from the Trust Domains project is that thetermTrust Do-
main may be defined in various ways. Each definition focusses on different
aspects of the concept, and hence leads to different ways of thinking about and
different approaches to solving problems involving Trust Domains. As any
attempt to merge the definitions would necessarily lose someof the clarity of
each individual one, we first present them side by side, and then discuss their
relation to each other in detail.

Definition 1: A Trust Domain is where information that is designated to be in
some way privileged is subjected to access controls or similar type of
protection.[GC13]

Definition 2: We consider a Trust Domain to be the state and processes that
allow resources to be shared between entities that are members of the
domain, and where these entities have an expectation of, andexhibit,
shared and predictable behaviour to protect the resources.[d3.13, KM12]

Definition 3: A grouping of two or more entities that share the same level of
expectation regarding security of information that they wish to exchange
with one another.[CG12, MKBN12]

Definition 4: In systems of interacting agents, an individual or group of agents
may establish a part of the system, or a collection of agents within the
system, that it trusts. Similarly, a system’s designer or manager might
establish a collection of parts of the system such that, within any given
part, the agents trust one another. We shall refer to such a part of the
system, or such a collection of agents, as a ‘trust domain’.[ACP13b]

These definitions have in common that in all of them a group of entities or
actors comprising the trust domain is distinguished from other entities. This
distinction is usually enabled or supported by technical means and enables the
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1.1. Definitions: What is a Trust Domain?

members of the Trust Domain to collaborate. Furthermore, according to these
definitions a Trust Domain is characterised by the assumption of homogeneous
behaviour within the domain. This assumption is made explicit by Definitions
2 and 3, and is implicitly contained in Definition 4 by the trust that members
of the Trust Domain place in each other, and in the fact that the members of
the domain have access to privileged information in Definition 1.

On the other hand, the definitions differ with respect to which aspects of
the concept they focus on. In particular, we may identify differences in what
each definition considers to be thedefining feature of the concept, and in how
the definition enables thedistinction between the inside and the outsideof a
Trust Domain.

According to Definition 1, a Trust Domain protects privileged informa-
tion by some sort of controls. Thedefining featureis thus the existence of
privileged information and its protection by such controls. Definition 2 also
considers the existence of mechanisms for controlling access in order to define
the concept, but puts stronger emphasis on the fact that these controls enable
sharing. That is, Definition 1 focusses on theprotectionof information from
access by non-members, whereas Definition 2 focusses on thesharingof in-
formation between members of the domain, which becomes possible by the
fact that protection is guaranteed. Both definitions thus focus on the controls
that establish the Trust Domain. Additionally, Definition 2emphasises that the
members of the domain share expectations concerning their behaviour with
respect to protecting the shared assets, and exhibit the behaviour expected by
others. In contrast, Definitions 3 and 4 employ a perspectivethat emphasises
the importance of the entities of the domain and their expectations, rather than
of the controls. Definition 3 sees Trust Domain as a group of entities sharing
a level of expectation on the security of data they share witheach other. Def-
inition 4 is similar, in that here the fact that the entities trust each other is the
defining feature. Both definitions emphasise that members ofthe domain make
assumptions about other members that potentially influencetheir behaviour. In
particular – and joining up Definitions 3 and 4 to Definitions 1and 2 –, shared
expectations and trust in other members make enabling access to privileged
information feasible, and allow members to share information that they would
otherwise not be willing to share. On the other hand, the controls postulated
by Definitions 1 and 2 support, and often enable, the shared expectations and
the trust that Definitions 3 and 4 consider to be the defining features of Trust
Domains.
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1. A GUIDE TO TRUST DOMAINS

We now turn our attention to the membership criterion, that,according to
the definitions, determines theinside and outsideof a Trust Domain, i.e. the
distinction between entities that are members of the domainand entities that
are not. In Definition 1, access controls define this boundary: Anyone that is
granted access to a Trust Domain by the access controls is a member of the do-
main. This definition thus emphasises the importance of controls in practice.
Definition 2 adds the notion of expected and exhibited behaviour: Entities may
become members of the domain by gaining access, but they should also share
the expectations of other members regarding the resources that are available
in the domain, and fulfil these expectations. In contrast to the first two defini-
tions, with Definitions 3 and 4 membership of the domain is only determined
by properties of the entities, and not by controls. With Definition 3, an en-
tity can be considered to be inside a Trust Domain if it expects the same level
of security (with respect to shared information) as other members of the do-
main. With Definition 4, all entities that trust each other form a Trust Domain.
Note that only the membership criterion of Definition 2 combines expectations,
fulfilment of expectations, and access controls; all other definitions focus on
either expectations or controls, and none of them explicitly requires fulfilment
of expectations.

Example: Mergers and Acquisitions Process

In the Mergers and Acquisitions (M&A) example, large amounts of privileged
information exist. For instance, intellectual property ofthe companies may
need to be exchanged as well as personally identifiable information (PII) and
internal business performance data. Furthermore, even thefact that an M&A
process takes place is usually privileged, in that it may affect e.g the stock price
of the companies involved. All of this information is usually protected by ac-
cess control mechanisms, which involve physical, organisational, and techni-
cal means. Therefore, considering the location of access control mechanisms,
we may easily identify many Trust Domains according to Definition 1 in this
scenario: Each organisation (e.g. a company or the bank) constitutes a Trust
Domain, and the whole process is also a Trust Domain. Furthermore, as data
is shared between organisations, and typically protected from access, the indi-
viduals working on shared data are also members of a separateTrust Domain.
Following Definition 1, anyone who is granted access by the control mecha-
nisms is de facto a member of the Trust Domain; therefore, if access control
mechanisms are too loose, organisations or individuals mayeasily become un-
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1.2. Defenders and Offenders

intentional members of a domain. For instance, consider PIIshared by a com-
pany with the bank’s team of employees assigned to a specific M&A. Both the
company and the bank’s M&A team are then intentional membersof the Trust
Domain for this data. However, if the bank stores this data ina database open
to all its employees, de facto the whole bank becomes a memberof this Trust
Domain.

The same Trust Domains can be identified using Definition 2. However,
since Definition 2 additionally requires shared expectations regarding behaviour
and fulfilment of these expectations by all members of the Trust Domain, in
the example of PII sharing there would only be a Trust Domain if either the
company expected the bank team to share information within the bank, or if
such sharing was effectively prevented by access control mechanisms.

Applying Definition 3, Trust Domains in the M&A example couldbe iden-
tified wherever organisations or individuals intend to share data and have the
same expectations regarding the security of this data. Using the example of PII
sharing between a company and the bank’s M&A team, if the company expects
the data not to be leaked to outsiders, we might identify a Trust Domain here,
even if the bank’s M&A team shares the data internally throughout the bank.

Finally, Definition 4 focusses on trust between the potential members.
Therefore, in each interaction between organisations or individuals in the M&A
example where all parties trust each other a Trust Domain is formed. Thus, the
situation where PII is shared within the bank may still form avalid Trust Do-
main even if this is unintended behaviour from the point of view of the com-
pany. As long as the companytruststhe bank’s M&A team not to share that
data internally, the requirements on a Trust Domain are satisfied.

1.2 Defenders and Offenders

In addressing Trust Domains, the perspectives of the defender or legitimate
owner or user of the Trust Domain and that of the attacker mustbe considered.
To date, much of the work on privacy protection and information security takes
very little account of criminological thinking. The threatposed by insiders, es-
pecially when working in collusion, presents one of the mostdangerous threats
to a Trust Domain. The discipline that is closely involved inunderstanding the
types of illegal threats to entities is criminology. Criminology helps to ex-
plain what causes or triggers crime, the ways in which crime is conducted, and
how crime might be prevented. In this section we summarise insights gained
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1. A GUIDE TO TRUST DOMAINS

from interview studies in organisations that rely on trust and with offenders
convicted for fraud.

1.2.1 Organisations’ perspectives on Trust Domains

In interview-based studies with a wide range of organisations we gained a
number of insights into how organisations perceive issues of trust and Trust
Domains:

Trust is an enabler, and a positive sign or gesture. Trust allows people
and processes to evolve to meet the challenges of the changing environment
in which most organisations operate, and it builds social capital, including
motivation and loyalty among staff. Thus, high-trust systems are desirable
from an economic point of view.

A key element of security measures is that they depend on trust. This
takes a variety of forms, including trust that problems willbe properly as-
sessed; trust that appropriate measures will be recommended; trust that these
will be specified, constructed and implemented effectively; trust that they will
be managed to good standards; trust that those who benefit anduse measures
will not set out to undermine them; trust that all people willhelp to identify
weaknesses and report them; and trust that those respondingwill do so appro-
priately.

Trust Domains are under threat. There are a number of threats and vulner-
abilities to a trusting environment or a Trust Domain, including weaknesses in
the design of the domain or of the technology to support it, errors by users,
and the actions of those who deliberately seek to undermine it, either from in-
side, from outside or by collusion between the two. Fraudsters abuse trust in
Trust Domains and pose a major threat to Trust Domains. The threats that are
of primary concern are insider fraud, theft (including collusion with outsiders)
of information that may impact on the share prices of the organisation, and
exploitation of residual or unanticipated risks or vulnerabilities.
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1.2. Defenders and Offenders

1.2.2 Behaviour of Offenders

Understanding how fraudsters operate, their modus-operandi, the opportunities
they look for, and their personal perception have a significant bearing on how
trust domains should be designed.

Offenders need certain skill sets to complete an offence. Understanding
these skill sets presents preventive opportunities. According to our interviews
with convicted fraudsters, fraudsters’ behaviour can be described in five steps:
First, the offender chooses the target. Second, the offender sets up the offence.
The next step is the comitting of the actual fraud, followed by getting away.
The final step is the disposing of the goods. We describe each of these steps and
what can be learned from them with respect to Trust Domains inthe following.

1. Choosing the target From an offenders perspective there are typically
two key features of a target that make it attractive: First, that the target has
a value to the offender, and second, that the target is penetrable, i.e. that the
goods can be obtained with a low risk of being caught, prosecuted, and/or con-
victed. Trust Domains thus become a worthwhile target when they contain
something that an offender wants and feels he or she can get, usually accom-
panied by a perceived low risk of getting caught and/or prosecuted/convicted.

Insights for Trust Domains:A key feature of a trust domain is restricted
access, and there are two important issues here. The first is the criteria for
choosing which individuals will be permitted access. Second the robustness of
the access controls: that is the degree to which they are properly specified, are
fit for purpose, effectively managed and from a human factorsperspective are
properly integrated into the working lives of people. Once access is permitted,
a number of additional issues become important. This includes: the effective
monitoring of the integrity of those with access, monitoring of any changes
in the types of threats that are being faced, and ongoing monitoring of the
effectiveness of the protection measures.

2. Setting up the offence Most often when a fraud is committed, some type
of planning or preparation is required. Those planning offences benefit from
gathering information about the target. Technical information is readily avail-
able on the Internet to enable motivated fraudsters to learnhow to commit of-
fences, the question is, how effective is this information in targeting different
types of trust domains?

7



1. A GUIDE TO TRUST DOMAINS

Insights for Trust Domains:Understanding what is valuable to offenders
within trust domains, and the sorts of groups this would be ofinterest to, may
help to identify where the risks are the greatest. Regular risk assessments of
vulnerabilities, including the close monitoring of those who are best placed to
undermine trust, will often be crucial. Likewise, ongoing assessment of the
effectiveness of security measures is important.

3. Committing the fraud In committing the fraud, offenders favour anonymi-
ty. It is somewhat ironic that those in whom extensive trust is placed, because
it is essential for doing business, represent one of the greatest risks when they
abuse that trust for illicit gain. This is not just about seniority – working in
isolation and undertaking segregated duties with minimal oversight play into
the hands of those who wish to commit offences at work. Those who undertake
duties every day become experts both in the tasks they undertake and the gaps
that can be exploited. Losing sight of this point representsone of the big dan-
gers for undermining trust domains from the inside (by facilitating outsiders
via collusion).

Insights for Trust Domains:As in Step 2, understanding who is in the
most vulnerable positions, and applying auditing to these positions as part of a
risk-management strategy may help with detecting and preventing fraud from
happening, and thus with protecting trust domains.

4. Getting away The fraudster needs to avoid capture, which includes avoid-
ing detection of the offence for as long as possible. Some offenders are able to
continually offend, once they have secured access to a domain, because they
have created the illusion they are trusted partners. So the robustness of who
has access to a domain, and who is allowed continued access becomes an im-
portant one.

Insights for Trust Domains:Detection mechanisms may help to protect
assets in trust domains; in particular, close monitoring ofvulnerable positions
and of the assets in question is required.

5. Disposing of the goods The fraudster needs to turn the goods into an
advantage for themselves. Whether this is relevant will depend on the type
of fraud, but the commission of the fraud is not necessarily the only point at
which fraud management might focus. For instance, money mayhave to be
laundered, and this is a point where the fraud may be detected.
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1.2. Defenders and Offenders

Insights for Trust Domains:By being aware of valuable assets and, where
possible, making them traceable, fraud may be detected in this step. In trust
domains, this refers to being aware of the valuable information, and of applying
mechanisms that help to identify the flow of information, in order to be able
to detect data flows that leave the domain. For instance, electronic watermarks
may be used.

From the above, it is apparent that a trust domain needs to provide access con-
trol and monitoring, all within the framework of ongoing review and reassess-
ment of the grounds for trust. With regard to the process of fraud, detecting
a fraudster’s preparation at an early stage is often a realistic option for organ-
isations given the time fraudsters take to prepare. In the context of audit and
monitoring, looking for early signs of fraud or preparations to commit a fraud
may sometimes be a useful weapon of defence.

It should be noted that fraud is not just about financial gain.Fraudsters
commit fraud for many different reasons, including revengeby disgruntled
(ex) employees. Systems that provide anonymity, sole responsibility and that
provide an ability to easily override controls are seen by fraudsters as an easy
target. Interesting too is the observation that fraudstersfully expect such sit-
uations to exist, and that they just need to find and then exploit them to their
advantage.

1.2.3 Why security fails

Security measures are required to establish trust domains.In general, secu-
rity measures work because they focus on reducing opportunities, a greatly
influential cause of crime. Measures may increase actual or perceived risk to
the offender and/or increase their risks, and/or they reduce actual or perceived
reward for the offender, thereby rendering an offence less attractive.

Establishing clear objectives and functional requirements will go a long
way towards ensuring that the performance of security systems meets expec-
tations and that the return on the investment is measurable.To make the most
of any security related system it is essential to understandand define what is
needed from the technology, both in terms of the function that the system is to
perform and in terms of the security that needs to be provided. There are three
main reasons why security measures fail:

1. The wrong type of security measure was proposed in a specific context.
This is the main reason why security specialists advocate the use of se-
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1. A GUIDE TO TRUST DOMAINS

curity risk assessments that take account of the threat and the likelihood
of it occurring, and a security gap analysis to understand the differences
between what is needed and what exists [Spe12].

2. Security may not be cost-effective. In reality, stoppingcrime in any one
location is often possible if enough measures are used, but this does not
mean that it is an economically rational way to behave. Furthermore,
security measures must take into account civil liberty issues. Both as-
pects have a bearing on the effectiveness and the applicability of security
measures.

3. Measures may be poorly installed and initiatives badly implemented, or
not used in a way that was intended. Implementation failure is common,
and there is often a lot that is needed to make measures work.

That measures may not be used as were intended, has become a major research
area in what is broadly known as human factors or ergonomics research. There
are two key points here that have been outlined by Sasse [Sas06]. The first is
that security is more effective if organisations base theirapproach on shared
norms that promote co-operation, and that it is of fundamental importance that
security fits with the demands and tasks of workers’ jobs, andthat ‘(s)ecurity
mechanisms that make employees lives difficult may even provide a means of
[. . . ] the breaking of security services’. So where securityis not engrained
into working practices it becomes a prime cause of security failure. The sec-
ond factor relates to the motivation of employees. Specifically, where they
see security as important and are geared to engaging with, itis likely to be
more effective. As [Sas06] notes, ‘committed, well trainedstaff who care for
the organisation and their fellow employees may be the best countermeasures
against these types of attack’.

1.2.4 A Trust Domains framework for building trust

Based on this high-level description and our own insights, we define a non-
exhaustive set of trust-domain primitives that we believe are present in some
combination in all trust domains. These primitives are shown in Table 1.1:
Trust Primitives are the main features that need to be present for a trust domain
to be effective. The first required primitive is the reliableidentification of
entities, both within and outside of the trust domain. In particular, potential
members of the Trust Domain must be identifiable, as otherwise access control
could not be exerted. Furthermore, the fact that entities can be identified needs
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Trust Primitives Reliable identification of entities
Reliable belief in mututal values
Reliable expectation of behaviour

Trust-Building Primitives Accountability
Audit
Delegated Authority
Trust Management
Assurance

Flow-Control Primitives Isolation
Separation
Policy

Table 1.1: Trust-Domain Primitives

to be communicated, and the identification needs to be communicated reliably
as well. Second, there must be a reliable belief among the entities that the
entities that form the domain subscribe to mutual values with respect to the
purpose of the domain. Third, entities must be able to have confidence that
other entities behave according to the shared values.

Trust-Building Primitives are the properties of a trust domain that enable
trust to be established in the entities. The following five trust-building primi-
tives appear important: Accountability of entities for their actions at an organ-
isational or individual level, Audit, that is, the capability to provide evidence
of correct behaviour to third parties, Delegated Authority, i.e. the sharing of
information and processing capabilities with other groups, Trust Management
to revise policies in order to maintain or strengthen trust,and Assurance, i.e.
the confirmation of trustworthiness before shraing

Whereas trust-building primitives relate to the constituents of the trust do-
main and the processes within the domain, Flow-Control Primitives govern
information flow. Of particular importance are isolation, that is, the ability to
place restrictions on information-sharing outside of a tightly controlled group,
separation, i.e. the assurance that information is only shared between trusting
entities, and the existence of a policy, i.e. the definition of operating character-
istics that meet security needs.

In practice, these primitives need to be implemented using acombination
of technology and social means. For instance, the reliable expectation of ac-
ceptable behaviour can be supported by technical or legal enforcements.
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1. A GUIDE TO TRUST DOMAINS

The above features are required for the implementation of a Trust Domain.
In general, these features will require technical support in order to be imple-
mented. At the same time, security measures that support Trust Domains must
be carefully balanced against the work that is performed inside the Trust Do-
main, that is, they should not affect entities involved in the Trust Domain to
such an extent that they offset the additional value obtained from the Trust
Domain, or such that they are perceived as impacting on the work by the em-
ployees. Either might result in individuals trying to circumvent the security
measures, thus making breaches of trust more likely.

Example: Mergers and Acquisitions Process

Illustrating the insights from criminology, let us assume that a bank employee
is involved in insider fraught, for example, in selling dataon an on-going M&A
process to outside parties. Following the above five-step decision-making pro-
cess, the employee first chooses the target. We may argue thatin this example
the choice has already been made, as the person is already employed by the
bank. The employee may have specifically started work with this bank because
they perceived that the bank would be an attractive target. Once employed, the
would-be fraudster has to choose an appropriate M&A target,which they may
choose based on the value that can be obtained from this target and on the ease
of getting access to the valuable data. In the second step, the fraudster then
sets up the fraud. In particular, this involves ensuring access to the data and
procuring means for exfiltrating a copy from the bank. Both ofthese steps will
involve some sort of exploratory behaviour, which may be detected. In the
third step, the fraudster commits the fraud, i.e. they copy the data to a device
that is outside of the bank’s security controls and can thus be used to hand-over
the copy to the fraudster’s customer. Step 4 is closely related to Step 3 in this
example, as the employee has to move the copy out of the bank. Furthermore,
the fraudster will attempt to hide their traces by, for instance, modifying or
disabling audit logs. Finally, in Step 5 the fraudster disposes of the goods by,
in this case, selling the copy to their customer.

1.3 Modelling

In practice, a Trust Domain comprises a complex network of interactions be-
tween organisations, individuals, which are governed and supported by social
norms, expectations, and technical infrastructure. Modelling is used to explore
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Verification Evaluation

Design-time PoliVer, StatVerif Gnosis++
Automated Model-Generation

Tool (AMG)

Run-time — Online Model-Generation
Tool (OMG)

Table 1.2: Modelling tools for Trust Domains.

this situation, helping to understand the implications of particular decisions,
and thus ensuring that important properties hold. Modelling can support trust,
as it can give guarantees on some properties, and it can support designers and
users in making optimal decisions, both when the system is designed and when
the system is in use. As illustrated in Table 1.2, we broadly distinguish mod-
elling approaches based on the nature of their outcomes and on the point at
which they are applied in the system lifecycle:

Modelling for verification: The goal of modelling for verification is to verify
that something can or cannot happen, i.e. if the rules that govern the
system’s behaviour allow certain outcomes to occur. For instance, mod-
elling for verification could prove that an attacker cannot gain access to
some information. A system, or components of a system, for which such
a proof has been obtained can then be trusted.

Modelling for evaluation: The goal of modelling for evaluation is to obtain in-
sights into quantitative properties of the system under theassumption of
stochastic behaviour. Quantitative properties of interest could be leak-
age rates of information or the time it takes to perform certain opera-
tions. Modelling for evaluation thus helps us to understandthe impact
of decisions on operational properties. This insight is helpful in optimis-
ing parameters when there are tradeoffs between e.g. performance and
security.

We also distinguish according to the point in time at which modelling is ap-
plied:
Design-time modelling: Modelling at design-time is performed in order to op-

timise the design of the system before the system goes on-line. Mod-
elling decisions to be made here include the type and number of tech-
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nical components, policy settings, and operational parameters of com-
ponents. Typically, design-time modelling is not time-critical, and thus
approaches that have a high overhead in terms of constructing the model
or in obtaining results from the model can be applied.

Run-time modelling: Modelling at run-time helps to support decisions during
the operational phase of the system by assessing and illustrating the im-
pact of user decisions on properties such as security or performance.
Run-time modelling is particularly important in the complex settings
typical for most Trust Domains, where decisions may have far-reaching
unintended results. As run-time modelling is applied to support the user
in operational decisions, it must be possible to return results fast.

The Trust Domains project has developed and applied variousmethods for
modelling in these scenarios. We discuss the modelling approaches in the fol-
lowing sections.

1.3.1 Modelling for Verification

In modelling for verification the goal is to establish the possibility or impossi-
bility of performing certain actions or achieving certain goals in a given setting.
This allows us to verify if a security protocol fulfills its requirements, i.e. is
robust against specific attacks, or if the policies defined for a system prevent
users of that system from performing undesirable actions. Modelling for ver-
ification thus helps with the task of determining if a complexsystem of rules,
such as a system policy or a secure communication protocol, accurately reflects
the intentions of its designer.

In modelling for verification the system is described in terms of states and
actions of agents that change the states. The modeller then queries the model
if, starting from a given state (or set of states), another specified state or set of
states can be reached. Typically the tool will then report not only whether the
target state can be reached, but also return a sequence of actions that lead to
the target state. This sequence helps to identify potentialpaths of attack, and
how to prevent them from succeeding.

In the Trust Domains project two modelling tools support specific needs of
the project by verification methods:

Policy Verification Tool (PoliVer): Policies support Trust Domains by for-
malising permitted and forbidden actions of agents in a system and enabling
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the automated enforcement of these permissions. In this way, trust can be
placed in a system, if it is known that the system does not permit actions that
would break the trust. The design of policies for any system of realistic size
is tremendously complex, as the designer has to ensure that the policies cap-
ture all cases and forbid all unintended actions. The PoliVer tool helps the
designer in this task by automated checking if a system of policies fulfils its
requirements.

With PoliVer, the designer first specifies the states of the system and the
actions that can be performed by agents in that system to change the state.
Then, the designer specifies the policies that restrict the set of actions that can
be performed in each state. Finally, the designer specifies an initial state and
an undesired target state, i.e. a state that should not be reachable. The PoliVer
tool then applies a search proceeding backwards from the target state, estab-
lishing sets of predecessor states until either no further states can be discovered
or the initial states are found. If the latter is the case, then the policy allows
a sequence of actions that leads to the undesirable state; i.e. the policy is not
effective. The tool also returns the sequence of actions, which provides an ex-
ample of the path an attacker would take. This example can guide the designer
in deciding how to amend the policy in order to make it more effective.

Protocol Verification Tool (StatVerif): Security protocols describe and con-
trol the interactions of the components that form a Trust Domain. When fol-
lowed, a secure protocol ensures that trust can be placed in asystem, and
thereby helps to establish a Trust Domain. The StatVerif tool [ARR11, Sta]
is used to prove the security of protocols for systems with a global persistent
state.

With StatVerif, the protocol designer first describes the protocol in terms
of processes exchanging messages. Processes model agents,while their mes-
sage exchanges represent their interactions. The behaviour of processes may
depend on a global state, which may be changed by actions performed by the
processes. The designer then formulates a query that describes an unwanted
state, for instance, an attacker having access to data that should be protected.
StatVerif evaluates the given protocol model and determines whether this state
can be reached. If the state can be reached, the protocol needs to be modified
such that the successful attack becomes impossible.
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1.3.2 Modelling for Evaluation

In modelling for evaluation we assume stochastic behaviourof the entities in-
volved in a system. This allows us to capture situations where entities can make
choices; in particular, it enables us to model the case wherehuman agents may
choose between different ways of performing an action, eachof which may
have different impact on security, and thus on the trust thatcan be placed in
that agent. Furthermore, based on the assumption of stochastic behaviour, we
can represent mistakes made by human agents, and faults, errors and failures
of technical components. We then obtain values for quantitative properties of
the system, such as the time until a security incident occurs, a measure of the
trustworthiness level, or the time that an action will require when security mea-
sures are applied. These values help to make informed decisions with respect
to parameters that affect tradeoffs in system design and system operation.

In modelling for evaluation we can use different levels of detail. Models
with a high degree of abstraction represent the system and its properties using
mathematical equations and stochastics. They produce general results and can
often be evaluated with little computational effort. On theother hand, such
models omit many details, capturing them in stochastic behaviour instead, and
may therefore misrepresent crucial aspects of the system. Furthermore, they
may require considerable effort in abstraction and translation on the part of
the user in order to choose appropriate parameters and in order to apply these
parameters to the practice. Models with a low degree of abstraction represent
the system and its properties using abstractions of the processes and resources
in the system. With these concepts, a much higher level of detail is achieved,
as the behaviour of entities can be modelled using a notationthat is similar
to a programming language. This allows the modeller to capture important
properties, and also makes it easier to parameterise the model, as parameters
can be reflected directly, without the need for abstraction.On the other hand,
the results from the models are specific to the modelled situation, and evalu-
ation of these models typically requires simulation, whichis computationally
expensive.

High-level and low-level modelling complement each other,and the ap-
plication of approaches from both abstraction levels can help in different as-
pects of the evaluation of Trust Domains. In the Trust Domains project we
have developed three modelling approaches to support decision-makers both
at design-time and at run-time:
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Gnosis++ Gnosis++ is an extension of the Gnosis modelling tool [Cor].Gno-
sis++ enables low-level, high-detail modelling of system behaviour and thus
helps the system designer in assessing the impact of a wide range of changes
on the security and trustworthiness of a Trust Domain. The tool employs the
concepts of process, resource, information, location, andlink. Processesim-
plement the behaviour of system components and human agents. Processes
operate on and modify resources and information.Resourcesmodel physical
resources, such as hardware tokens, whileinformationmodels data. The dif-
ference between resources and information is that the latter can be created,
copied, destroyed, and accessed by more than one agent at a time, whereas
physical resources cannot be created nor destroyed, and canonly be moved.
That is, the global number of physical resources always stays constant in a
model. Resources and information reside inlocations, which can be con-
nected bylinks. Locations and links thus can be used to represent the permit-
ted movement of resources and data. In particular, this can be used to model
containment and isolation mechanisms. The Gnosis++ tool allows the evalu-
lation for a wide range of metrics, reflecting security, trustworthiness, perfor-
mance, and dependability, amongst others. These metrics are typically defined
on the amount of resources and information at specific location, but can also
utilise various events, such as successful break-ins. Gnosis++ is implemented
in Ruby, and thus supports co-routines and all object-oriented features of the
Ruby language, which makes it particularly easy to use.

Gnosis++ is typically employed as follows: First, the modeller decides on
which physical and logical assets of the system need to be included, and which
metrics need to be obtained. Physical assets are then modelled as resources,
while logical assets are modelled as information. Then, thebehaviour of of
technical components, such as servers or firewalls, and human agents, such as
users, administrators, or attackers, is modelled. These are implemented as pro-
cesses operating on resources and information. Processes can be implemented
in an object-oriented fashion, where each instance of a process has its own lo-
cal state, and where process behaviour can be inherited and modified, in order
to model classes of agents with similar characteristics andto support patterns
of agent behaviour. The model is then simulated, and the metrics are obtained,
e.g. by counting the number of information items on a particular location.

As the model has to be simulated, this approach is computationally expen-
sive and can only be applied at design time.
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Figure 1.1: Operation of the AMG Tool.

Automated Model-Generation Tool (AMG Tool) The Automated Model-
Generation Tool (AMG Tool) helps system designers in evaluating the impact
of policy settings and performance characteristics on the behaviour of human
agents affected by the policies, and on the security on the system. The tool
uses an information-flow abstraction, that is, it models thesystem in terms
of information flows between source and destination nodes ina graph. The
behaviour of human agents is modelled as sequences of actions establishing
or removing connections, which then enable or disable flows.Performance
characteristics are evaluated as the time it takes for information to flow from
the source node to the destination node. The security is evaluated by the time
it takes for the information to flow to an attacker node.

Figure 1.1 illustrates the operation of the tool: The user ofthe tool de-
scribes a workflow by splitting it into information-exchange steps. In each of
these steps, data needs to be transmitted from a source to a destination. The
data transfer can be achieved using different technical means (e.g., the data
might be shared using a Cloud service or printed and posted using a courier
service). The source, the destination, and the means of transport are mod-
elled as nodes in a directed graph (referred to as the Information-Flow Model
(IFM)). In order to form a graph that connects the source and the destination,
the nodes must be connected by links. For each of the links thetool user can
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specify the speed and a penalty associated with using that link. The penalty
models the policy; i.e., modes of transport that are discouraged can be associ-
ated with a high penalty. Initially, only the properties of these links are given,
but no links are established. The tool then applies a geneticalgorithm to find
a graph that connects the nodes, such that the graph is optimal with respect
to a user-specified cost function. The cost function can capture aspects such
as risk-affinity, by trading off penalties against performance. Furthermore, the
cost function can also be used to model the impact of a timeout. The graph
produced by the tool serves two purposes. First, it illustrates the flow of infor-
mation between the source and the destination. Second, it can be used as an
input to the modelling of attacker behaviour. In this step, the genetic algorithm
modifies the graph in order to direct information to the attacker’s node. This
model then illustrates attack points.

In the background, the genetic algorithm operates on sequences of actions
that add or remove connections in the graph; that is, the genomes of the algo-
rithm are sequences of such actions. A sequence’s fitness is evaluated based
on the model that results from applying the sequence to the graph model, as
follows: Penalty costs are accumulated from the actions in the sequence. Per-
formance costs are computed by transforming the graph modelto a Stochastic
Petri-Net (SPN), from which the distribution of times for moving data from
the source to the destination can be derived as a phase-type distribution.

The output of this approach is thus two-fold. On the one hand,it pro-
duces results that are immediately useful for assessing theimpact of choices
at design-time. On the other hand, the tool automatically generates Stochas-
tic Petri-Net (SPN) models of the system (optionally including attacker be-
haviour) from high-level specifications of performance characteristics and pen-
alties. These models can be used in further evaluation of various properties.
The advantage of automatic generation of models over manualmodelling is
that the former may include details that could be overlookedby a human mod-
eller. For instance, a combination of policy settings and performance charac-
teristics might favour the use of an insecure way of transport, but this might not
be obvious from the specifications, and thus would be omittedin a manually
created model.

It should be noted that this approach is computationally expensive and thus
is typically applied at design-time, rather than at run-time.

Online Model-Generation Tool (OMG Tool) The Online Model-Generation
Tool (OMG Tool) applies principles of stochastic modellingto help users make
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Figure 1.2: Operation of the OMG Tool.

informed decisions at run-time. In this approach, we consider the following
situation: A user wants to share data with one set of users, but does not want
another set of users to gain access to the data. Recipients ofthe data may vary
in their trustworthiness with respect to not sharing the data, and the users’ de-
vices may also be likely to leak the data. The data may be shared in various
ways with different security properties, e.g. on some sharing methods it may
be possible to prevent leakage of the information from the recipient’s device.
We assume that there is some monitoring data available on thetrustworthiness
of users and their devices, and we want to support the sharinguser in making a
decision of recipients and sharing mode, such that it is unlikely that unintended
recipients receive the data.

The operation of the tool is illustrated in Figure 1.2: Potential recipients of
the data are abstracted as nodes in a directed graph. The edges of the graph
model information flows. Each edge has a parameter that specifies the rate
at which data flows along this edge. The rates for data flow fromthe sharing
user to the intended recipients is set to reflect the speed at which data can be
shared. The outgoing information-flow rates on recipient nodes are param-
eterised based on a combination of trustworthiness monitoring data and the
security of the selected sharing-method. The graph model istransformed to a
Stochastic Petri-Net, from which the probabilities of eachnode having seen the
data before a given timet are computed. These probabilities can then be dis-
played graphically, e.g. as a terrain map or as a colour-coded visualisation of
the graph. Based on this information, the user can revise andadjust decisions
accordingly, in order to reduce the probability of unintended parties receiving
the data.
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The underlying equations for this approach can be solved quickly, and
therefore the method is applicable at run-time.

Example: Mergers and Acquisitions Process

We will now illustrate applications of modelling in the Mergers and Acqui-
sitions (M&A) example. In this example, complex interactions take place be-
tween the organisations involved in the M&A, e.g. the bank and the companies,
between the individuals tasked with the work, and between the human agents
and the technical components that they use to transmit, process, and protect
the data required throughout the process.

Each of the organisations will typically have policies in place that aim to
protect the data its employees operate on. The existence of such policies will
also typically be a prerequisite that other parties demand before entrusting data
to the organisation. The PoliVer tool can be used to ensure that these policies
are effective in protecting the data, and in assuring other parties that the data
is secure. For instance, the bank needs to process data from the companies.
In order to convince the companies that the data is secure andcan only be
accessed by the individuals tasked with the respective M&A,the bank would
verify its policies using the PoliVer tool. The result couldthen be commu-
nicated to the data owners. Alternatively, the bank could also communicate
the policies, and the data owners could then verify their effectiveness against
breaches. Verification thus helps to enable trust.

Throughout the M&A process, data has to be exchanged betweenorgan-
isations. There are various ways in which data may be exchanged, such as
by e-mail, using special infrastructure, using a Cloud sharing service, or by
physical tokens, e.g. USB media. Which method is appropriatedepends on
the amount of data to be exchanged, on how time-critical the exchange is,
and on the sensitivity of the material. Using the Gnosis++ tool, the system
designer can explore the impact of different sharing methods on the perfor-
mance, dependability, and security of the data exchange. For instance, in order
to exchange large amounts of data, USB media might be used; however, as
such media might easily be lost, the data needs to be encrypted. Encryption,
on the other hand, may slow down the process, and therefore agents might opt
not to encrypt the data. With an appropriate Gnosis++ model,the designer can
explore how much data may be lost, and how much data may be successfully
exchanged. This will give insight into how to set policies and what impact
these will have; for instance, encryption may be made mandatory, but this
would in turn require a relaxation of time constraints.
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The Automated Model-Generation (AMG) tool can be used for exploring
the effect of policy settings at a higher level of abstraction. For instance, the
bank may install a special secure service for sharing data with outside organi-
sations and require all its employees to use this service. Typically, employees
would follow this policy, as they want to protect the data. However, employees
also need to perform their work, and if the security mechanisms slow them
down, they may try to find ways to circumvent them. The AMG toolwill help
to identify such problems. Furthermore, it will allow the policy designer to ex-
periment with assigning penalties for behaviour that is notcompliant with the
policy. Such penalties will encourage employees to follow the policy. How-
ever, it may also be the case that policy-compliant behaviour is not compatible
with completing the task on time. This will also be highlighted by the AMG
tool.

The Online Model-Generation (OMG) tool supports the user atrun-time.
For instance, an employee at one of the companies involved inthe M&A may
need to send internal data to the M&A team at the bank. However, as there
are many teams within the bank, the company employee needs tobe sure that
the data is not shared with bank employees that work in teams responsible
for other M&A processes. The company employee may use different modes
of sharing the data, e.g. he may send the data by e-mail, or he may require
the use of a specially secured virtual machine by the bank. Hethen has to
decide which mode would be appropriate. In this situation, on-line modelling
helps the employee by illustrating the probability of the data leaking to other
employees or other teams within the bank. These probabilities can depend
on trustworthiness values obtained from special monitoring infrastructure and
also on the sharing mode; e.g., if a locked-down virtual machine is used, the
probability of data leaking is lowered.

1.4 Trust Domains in Practice

In this section we discuss two software packages developed in the Trust Do-
mains project to support Trust Domains in practical scenarios. These packages
address two different situations: ConfiChair is a trustworthy management sys-
tem for the organisation of the review process of scientific conferences, while
the Trustworthy Collaboration System (TCS) is a general collaboration system
for document sharing.
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1.4.1 The ConfiChair Conference-Management System

ConfiChair addresses the paper-review process for scientific conferences. In
this scenario, authors submit papers to the conference. A chair assigns the
papers to reviewers and, based on their recommendations, decides which pa-
pers will be accepted. This is a scenario where the workflow iswell-specified.
The scenario also has a clearly defined attacker model: It is assumed that the
system is hosted on a Cloud Computing service. Two properties need to be
maintained: First, the content of papers and reviews must bekept secret. Sec-
ond, unlinkability between author and reviewer has to be ensured, that is, it
should not be possible to determine which reviewer has reviewed a paper by a
particular author, and vice versa.

ConfiChair achieves the first of these goals by encrypting alldata that is
stored in the Cloud. The second goal is achieved by encrypting the data and
mixing the identifiers that correlate reviewers and papers between steps of the
workflow, such that all links that may be determined in one step are invalidated
in the next.

The strict assumptions on the behaviour of the participantsmake it possible
to obtain a proof on the security of the ConfiChair system. Using the ProVerif
tool [BAF08, Pro], it has been proven that the Cloud cannot gain access to any
information, provided that all participants adhere to the security protocol.

1.4.2 The Trustworthy Collaboration System (TCS)

The Trustworthy Collaboration System (TCS) focusses on thescenario of loose
collaborations where documents need to be shared between individuals. In this
scenario there is no clearly-defined workflow and no clearly-defined attacker:
Users of the system share data based on a workflow that is not prescribed in
the TCS, and users decide who to share with at run-time, making this decision
based on the data and contextual information that is outsideof the system. For
illustration purposes we employ the following example for such a collabora-
tion: A presenter wants to share slides with an audience. Some of the slides
may only be shared with a sub-set of the audience, as they contain sensitive
information. The presenter makes sharing-decisions basedon whether they
perceive the recipient of the data as legitimate, and on how trustworthy they
consider the recipient and their device to be. The goal of theTCS is to support
the user by providing facilities for helping them make optimal decisions with
respect to whom to share with, and by enforcing these decisions by technical
means.
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The TCS achieves this goal by employing modelling and monitoring. Mon-
itoring enables the system to provide the user with run-timefeedback on the
trustworthiness of entities and feeds into run-time modelling. Modelling is
applied at design-time and at run-time. Design-time modelling supplies feed-
back on how particular parameter choices will affect a TrustDomain before
the Trust Domain is created. Design-time modelling takes asinput parameter
choices and obtains Gnosis++ to obtain output values that represent to the user
the impact of these choices on the Trust Domain. The user can thus select
parameters that result in a Trust Domain with acceptable properties. Run-time
modelling provides feedback on the likelihood of entities receiving a document
that is being shared. The presenter can then decide whether to share the docu-
ment with these settings, based on whether they trust the potential recipients.

The TCS does not provide guarantees on the security of the Trust Domains
implemented with it. Instead, it enables the user to make decisions that result in
intended outputs, and to avoid mistakes resulting from insufficient knowledge
of the effect of decisions.

* * *
This chapter gave a high-level overview of the major resultsof the Trust Do-
mains project. This overview serves as a guide for establishing trust domains,
and as a guide to the more detailed chapters of this book.
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Chapter Two

Sociological Aspects

In this chapter we approach trust domains from a sociological and criminolog-
ical point of view. Our aim is to identify basic characteristics of trust and of
breaches in trust that will guide our understanding in laterchapters.

Figure 2.1 gives a high-level overview of this chapter: We first discuss the
concept of trust from a sociological perspective. A survey of existing work
shows that trust is generally considered a beneficial attribute, both in society
at large and in business, particulary since it simplifies andeven enables inter-
action. We then address the question of defining trust and give a definition of
a Trust Domain that is based on the sociological discussion.

The next step in understanding trust domains is in understanding the be-
haviour of those who attack them and the difficulties in defending them. We
draw upon insights from criminology to describe the behavioural patterns of
offenders. In particular, we discuss the behaviour of fraudsters and identify the
fraudster’s decision-making process as well as the resources required to com-
mit a fraud. Understanding the behaviour of the offender andtheir resources
helps to determine how to prevent a fraud from taking place. In order to un-
derstand the difficulties with trust domains in practice we interviewed a broad
range of professionals from different organisations. Their responses allow us
to explore the reasons why trust domains often fail in practice. Understanding
these enables us to identify which questions need to be addressed by technical
implementations and by modelling.
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Methodologies from Criminology

Insights from Criminology

Sociological Reflections on Trust

Interviews with Practitioners
Interviews with Fraudsters

Analysis

Requirements for Trust Domains High−level Ideas for Modelling

Chapter 4:
Components for 
Trust Domains

Chapter 5:
Modelling for

Trust Domains

Figure 2.1: General Structure of the Chapter.

2.1 Trust from a sociological perspective

The issue of trust, and what it means in different contexts and different disci-
plines, has been widely discussed. In this section we highlight some of the key
characteristics of trust, and what they may mean for the discussion of trust do-
mains, conscious that research findings on trust are mixed and more developed
in some areas than others.

The early Greeks studied trust in order to better understandhumans and
human behaviour [Bai02]. More recently, trust has been studied in a wide
range of fields, helping to better understand interpersonalrelationships in psy-
chology [Rot67], adherence to rules in management (where trust can be seen
as a form of informal governance) [Sak98], and the relationship between buy-
ers and sellers [MZD92]. In political science, the concept of trust is seen as a
means of studying levels of social trust between citizens [DHP07]. In these,
and in many other disciplines trust is seen as a core component (although not
always the most important one [DHP07]) of understanding relationships.

There are a host of studies that have evaluated how generating trust can be
good for business, not least in generating sales via meaningful trusting relation-
ship with clients [JG05]. One writer has stated that trust ‘is emerging as one of
the key concepts in the search for the secrets of competitivesuccess’([New98],
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2.1. Trust from a sociological perspective

p.35). The work on trusted platforms also has suggested a number of benefits:
‘The higher levels of trust that are enabled through technology by Trusted Plat-
forms are valuable to business because companies gain by being trustworthy,
[b]rand image suffers if there is a breach of trust or privacy, [b]etter trust en-
ables more powerful management services, [c]onsumers’ trust is a major busi-
ness enabler, [and] [i]mproved trust and security is necessary to the delivery
of business-critical e-services’ ([PCPP03], p.29). Thereis much research that
focusses on online businesses, where the need to build trustfrom customers is
a major challenge [BP07], requiring a range of imaginative approaches down
to the design of the user interface [WE05]. The public sector faces a similar
challenge, and one study at least has shown that the perceived ease of use of
the technology, and its trustworthiness, are significant predictors of citizens’
intention to use an e-government on-line service [CB05].

On the other hand, the findings from research on trust are somewhat mixed.
In particular, for some researchers trust is but one elementand not necessarily
the most important in mitigating risk [LCP06]. Similarly, one study has noted
that consumer confidence is provided by other factors such as‘caring poli-
cies, evidence of a popular outlet, attractive packaging, and clean and bright
spacious shops’ ([Nat02], p.1). Clearly this will vary withdifferent types of
business transactions and with the types of parties involved, but trust is typi-
cally an important factor in instilling confidence between parties.

Trust is generally viewed as a positive attribute, as it is a key characteristic
of a virtuous society [Fuk95]. In particular, trust is viewed as central to good
business, as all sides engaged in transactions need to trustothers involved, even
though the amount of trust given or placed will vary with circumstance [Har06]
and cultures [Bie09], and will be tested by different circumstances such as
rapid company development [Rob96], as well as by the presence of a known
or potential threat, which is where the study of crime and security comes in.

This interpretation of trust as a positive attribute becomes clear when we
consider failures of trust. There is a range of studies whichhave shown the
high degree to which a company’s market value is based on intangibles such
as reputation [ENS07]. The reputational damage from being avictim of e.g.
fraud can be considerable when there is a danger that the organisation may be
seen as culpable. The implications are that the organisation did not manage
its affairs sufficiently well and as a consequence cannot be trusted [Lev08].
Repairing the damage can be time-consuming and costly [Far05].

In a different way the presence of trust has been linked to levels of staff sat-
isfaction at work [Dri78], facilitating good relationships with clients [JG05],
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and to generating competitive advantage [New98]. The levelof trust in tech-
nology and the outputs from technology have been linked to the quality of
security decisions that are made [KMV+12]. Even in research, building up
trust with an interviewee is deemed important and key to generating valid data,
and this includes work with offenders [Zha10]. Not surprisingly then, man-
aging trust is seen as something to be good at [ENS07]. Furthermore, it has
been argued in ergonomics research that building trust intosecurity systems is
desirable from an economic point of view [SAL+07], since without trust high
levels of reassurance have to be built into systems which arecostly and less
flexible.

In summary, there is broad agreement that whilst trusting people involves
some degree of risk, trust has many benefits: Trust allows people and pro-
cesses to evolve to meet the challenges of the changing environment in which
most organisations operate, and it builds social capital, including motivation
and loyalty among staff. Consequently, high-trust systems, i.e. systems where
individuals place high levels of trust in each other, are desirable from an eco-
nomic point of view.

2.1.1 Defining Trust

Although there is agreement on the benefits of trust, trust isdifficult to define.
Indeed, defining trust has long been held as conceptually problematic [Bai02].
The lack of a single unified definition of trust makes it difficult to opera-
tionalise in the business environment, as expressed by [MC10]:

‘Contrasting, the requirement for trust leaves the team in avac-
uum. What they face is an endless series of questions. What def-
inition of trust should be applied – behavioural, cognitive, statis-
tical? – and how does a definition fit with their own perception
of trust? Is this definition culturally acceptable? Is the require-
ment really about a system that has to be trusted, that is desired
to be trusted or that is supposed to be trustworthy? Does this
requirement relate to the design, to operation, to the system or
to its social environment? Who should be consulted – psycholo-
gist, social scientist, cryptographer or philosopher? – How can
requirements be captured, progress measured, designs developed
and tested? What design procedures should be applied and what
methodologies should be used? What metric can be used to judge
the success?’
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Nonetheless, [WE05] identify four key aspects of trust that can be used in
analysing trust relationships:
Trustor and trustee: There must exist two specific parties in any trusting re-

lationship: a trusting party (trustor) and a party to be trusted (trustee).
Trust depends on the ability of the trustee to act in the best interest of
the trustor, and the extent to which this is reciprocated.

Vulnerability: Trust is only a requirement when there is uncertainty and there
are risks. Trustors take the risk of losing something important to them;
trustees must be effective and must not take advantage of thevulnerabil-
ity.

Produced actions: Trust is related to risk-taking behaviors. These will vary
considerably with context.

Subjective matter: Trust is a subjective matter and so is the perception of
what are acceptable risk levels and trust relationships.

2.1.2 A Definition of Trust Domains

As a consequence of the difficulties in defining trust, trust domains are equally
difficult to define. Nonetheless, it is important to attempt adefinition of a trust
domain, accepting that in so doing we enter largely unexplored (yet somewhat
contested) territory. From a sociological point of view, wedefine a Trust Do-
main as follows:

A trust domain is where information that is designated to be in
some way privileged is subjected to access controls or similar type
of protection.

Privilege relates to the fact that access to information constrained by a trust
domain is not freely available to everyone. But a trust domain is not just about
information, although we recognise that information and information flows
dominate the discussions on this topic. A trust domain can also consist of re-
sources and/or assets, which are typically used to process information or sup-
port a business process. For example, a critical infrastructure provider would
have systems that they manage in order to satisfy a critical national need. It is
where information that is designated to be in some way privileged is subjected
to access controls or similar type of protection.

There is an expectation that those with access to the information will be
required to act in a compliant way, and face sanctions if theydo not. Or-
ganisations appear typically to implement several trust domains. Some might
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‘overlap’ because an individual could have more than one role, which grants
them access to multiple trust domains.

2.2 Criminology: Crime, Crime Prevention and Crime
Frameworks

The discipline that is closely involved in understanding the types of illegal
threats to entities is criminology. Criminology is the study of crime and the
social responses to it, and includes theories and frameworks to guide thinking
and practice on its prevention. It also includes the processof treating and
punishing offenders, and the processes by which people become victims. As a
subject it draws upon a wide range of disciplines both in the natural and social
sciences.

Criminology has been improving crime control by developingtheories and
frameworks of crime, which can be used for crime prevention.These frame-
works and approaches have been developed to explain the deeper causes and
immediate triggers for crime, the ways in which crime is conducted, and, con-
sequently, how crime might be prevented. The relevance of these frameworks
will vary with the type of crime or threat being considered, the types of mitiga-
tion already in place, the suitability and effectiveness ofmitigation measures
in place, the context in which offences take place, the mindset of the offender,
the skill sets and experiences of the offender, the culture of the organisations
in question, and the resourcefulness of victims.

On a very general level, there aretheories of causes, which focus on in-
justices or inadequate structures in the way society is organised or on the
mal-adjustment of the individual. These causes have their place in explain-
ing crime, but are difficult to address. On the other hand, theories that explain
crime in terms of how offenders makeeconomicjudgements on whether to
commit crime based on their perception of the likely successand/or reward,
which is the focus on the rational offender, have the advantage that they present
opportunities for more immediate action.

Opportunity-of-crime theories, sometimes referred to as the criminologies
of everyday life, have been developed from several perspectives: Felson’s
Routine Activity Theory [CF79, Fel02], the crime pattern theory of the Brant-
inghams and environmental criminology [BB08], cf. [PG11],and the limited
rational-choice theory, which has fed the interest in Clarke’s situational crime
prevention. These have been very powerful in explaining howcrime occurs
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and what makes specific targets attractive. This helps explain what needs to
be done to reduce the chances of a crime occurring. However, there has been
a lack of attempts to integrate them, an exception being Ekblom, who has at-
tempted to do so in his Conjunction of Crime and Opportunity (CCO) [Ekb11].

Marcus Felson’sRoutine Activity Theoryis a relatively straightforward ex-
planation of crime, but nevertheless a very powerful one. The theory purports
to explain the conditions necessary for a crime to take place. It has undergone
fairly extensive revision since it was first introduced, andthe originaly three
key conditions have been extended to six. They are:

1. There needs to be a law or rule to break

2. There must be sufficiently likely offenders, i.e. people able to commit
the offence

3. There must be sufficiently capable offenders, i.e. peoplewith the skills
and resources needed to commit the offence

4. There must be suitable targets, i.e. targets that can be attacked

5. There must not be a sufficiently credible guardian (that could prevent the
offence from taking place)

6. There must not be a sufficiently significant and censorioushandler (a
specific type of guardian), who the offender would not want tooffend in
sight of.

Each of these factors provides a focus for crime prevention efforts, and most
can to a greater or lesser extent be controlled by measures. The most significant
piece of work undertaken on reducing opportunities is that by Ron Clarke in his
25 Techniques of Situational Crime Prevention[Cla95]. The approach is based
on the premise that offenders (e.g. fraudsters) commit an offence because an
opportunity presents itself. Thus, in this approach, a key reason why a crime
takes place is because there is the opportunity, so by takingaway the oppor-
tunity we take away the chances that a crime will be successfully completed.
Clarke’s25 opportunity reduction techniquesderive from five key principles,
namely that 1) crime prevention should aim to increase the effort it takes for a
fraudster to commit an offence; 2) increase the risk of him orher being caught;
3) reduce the reward if successful; 4) reduce the number of provocations that
lead people to commit offences; and 5) remove the excuses that are sometimes
offered as a reason for committing fraud (such as ‘the company can afford it’).
Each principle is then divided into a set of techniques, conveniently five for
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each one, making 25 techniques in all. The situational crimeprevention or op-
portunity reduction approach is very flexible and can and hasbeen applied to
a wide range of offences.

There are many criticisms of the situational approach, including that it ig-
nores causes, blames the victim, and creates inequalities among them. For
Ekblom [Ekb11] the limits of various approaches, includingClarke’s, and the
obversvation that they are simplistic and incomplete, led him to launch a frame-
work he calls theConjunction of Crime and Opportunity (CCO).

If the criticisms of many frameworks are that they are simplistic, the same
cannot be said of the CCO. It is an ambitious framework that maps a range
of different intervention principles, outlines the requirements for prevention
mechanisms to be triggered, defines perpetrator techniques, and guides crime
assessment [Ekb10]. It provides a map of 11 causes of crime, that is, events
that can result in an offence occurring, and then 11 counterpart principles of
intervention which aim to mitigate the effects of those causes or stop them
happening. The CCO provides a helpful encompassing framework for think-
ing about understanding problems and the potential of different solutions to
provide an effective and targeted response.

There is one other approach amongst many that merit attention here that is
known as the5Is Framework, a very helpful framework for thinking about how
to evaluate initiatives that permits the use of different methodologies [Ekb11].
It focusses on five areas that constitute essential components of successful pro-
grammes, and as such provide the key areas of attention for any evaluative
approach or for checking progress as an initiative is being developed and im-
plemented.

2.2.1 Criminological Thinking and Trust Domains

The criminological frameworks discussed above have been applied in dis-
cussing e.g. armed robbery, burglary, or shop theft, but arerarely considered in
the context of information security. Indeed, they have not often been applied to
thinking about how best to respond to crime in organisations,1 but they clearly
have potential in this area. They offer an opportunity to think through four
key aspects: Thecausesof crime, the different possible ways ofresponding
to causes, ideas for identifying the key mechanisms or drivers for crime pre-

1See [GC13] for a discussion of existing applications.
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vention, and ways of assessing risks and the credibility and appropriateness of
differentsolutions.

These frameworks can thus be used to explore the dynamics of different
types of threats to trust domains, including some of the potential strengths and
weaknesses of different mitigation measures.

On the other hand, it is worth noting that a key element of security mea-
sures is that they depend on trust. This takes a variety of forms, including trust
that the problems will be properly assessed; trust that appropriate measures
will be recommended; trust that these will be specified, constructed and im-
plemented effectively; trust that they will be managed to good standards; trust
that those who benefit and use measures will not set out to undermine them;
trust that all people will help to identify weaknesses and report them; and trust
that those responding will do so appropriately.

2.3 Understanding the Offender

Understanding the views of offenders is important, becausefrom offenders we
can learn how they approach their crimes and what they view asthe charac-
teristics of an easy or difficult target. Parker [Par98], writing in the context of
considering the criminal threat, noted the importance of understanding cyber
criminals for their skill, knowledge, resources, access and motives.

It should be noted that the study of offenders’ perspectivespose method-
ological difficulties. In particular, precisely because a crime event is illegal,
it is secretive, and so researching it is always difficult. Although some stud-
ies have shown that offenders are a rich source of data, thereare inevitably
methodological problems, including the fact that it is difficult to verify the ac-
curacy of what offenders state. There is always the danger that offenders will
mislead interviewers, deliberately or accidentally, and this includes not being
clear themselves as to the complex reasons that can often be relevant to the
commission of an offence [Ber10]. Furthermore, the offender perspective re-
mains a minor issue in crime studies, and this includes studies of computer
crime and insider threats [Wil06, WS09]

A related problem, which applies not just to crimes in business, is espe-
cially relevant here: Research into many types of offences,and fraud included,
is of limited value in that there is a tendency to focus on reasons why people
commit offences, rather than how they do so, the specific skills and tools nec-
essary. For instance, people are often advised to ‘think thief,’ i.e. to identify
and assess the effectiveness of security measures by seeingthrough the eyes of
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a thief. However, there is an implicit assumption that this is easy. In fact, even
many thieves are not accustomed to ‘thinking thief,’ and lack the skills to do
so.

Offenders’ Scriptsare an important way of understanding crime. They
were originally used in cognitive science to understand sequences of decisions
and the links between them, and have been developed to explain crime com-
mission. As Cornish [Cor94a], pp.157–158 notes, ‘Scripts are members of a
family of hypothesized knowledge structures, or schemata,considered to or-
ganize our knowledge of people and events. Such schemata areheld to guide
our understanding of others’ behaviour, and our own actions. The script is a
special type of schema, known as an “event” schema, since it organizes our
knowledge about how to understand and enact commonplace behavioural pro-
cesses or routines’ (see also [Cor93] and [CC86]. As argued in [WS09], p. 136,
‘One benefit of developing a script is that it encourages practitioners to con-
sider all stages of crime commission. In this way, all the criminal behaviour in
the process can feasibly be identified. Once this is achievedthe next stage is to
implement the appropriate controls.’

Willison ([Wil06], p. 315) argued that, ‘each script comprises event se-
quences extended over time. The events in the sequence are interrelated, given
that events at the early stages of a script afford the occurrence of later ones
... the script concept focuses on behavioural processes involved in rational
goal-oriented actions’. And, ‘Script analysis may thus be viewed as a concep-
tual and empirical scheme for delineating how crime-relevant performance and
learning opportunities interconnect’ ([LT03], p. 190).

There are different types of crime scripts. As Cornish notesthey ‘can oper-
ate at different levels of abstraction [. . . ] from the most specific instances to the
more inclusive and more abstract categories of script’ ([Cor94a], p.159). As
discussed in [Cor94a, Cor94b], the different types includethe Universal Script,
the Metascript, the Protoscript, the Script and the Track. In another way, scripts
can be used to evaluate why crimes fail just as much as why crimes succeed,
and this can offer important crime prevention lessons. The essential elements
of the ‘universal script’ proposed by Cornish in [Cor94a] are:

· Preparation (what needs to be done)

· Entry (how access is gained)

· Pre-condition (What needs to happen for a crime to be possible)

· Instrumental pre-condition (what needs to be done to accessthe goods)

· Instrumental initiation (the process of getting access to the goods)
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· Instrumental Actualisation (how the offence is facilitated)

· Doing (conducting the offence)

· Post condition (how one covers one tracks)

· Exit (getting away)

In a practical application to the study of cheque fraud Cornish et al [Cor94a]
identify four components of a script:

· Getting an identity kit (for example by stealing from the letter box)

· Getting cheques (for example by opening a bank account)

· Making cheques (for example by computer scanning)

· Scoring (for example cashing the fraudulent checks).

They found six ways of getting an identity kit, five ways to getting cheques,
four ways to making cheques and two ways of scoring. The authors then com-
pared these four components with both the personal characteristics of each
offender, and the outcomes of each individual’s case (for example, whether
charged, number of frauds committed) to examine cheque fraud. Potentially
each element of the script offers a point for intervening to stop the crime.

The script approach has its critics, not least in the extent to which crime
scripts can actually capture the complexity of criminal acts, and crime scripts
can be dismissed as a simplification [Cor94a]. Nonetheless,beyond their im-
portance for crime-prevention purposes they also provide away of understand-
ing how offenders learn about crime. In doing so, they complement Suther-
land’s much discusseddifferential association theory[Sut47, Sut49], which
describes how offenders learn from those around them, but does not explain
the process by which knowledge is acquired. Crime scripts might also help to
explain why some offenders are more successful and more innovative than oth-
ers, and identify and explain changes in the ways that offences are committed
over time [LT03]. Indeed, there are two processes involved:1) that of learn-
ing about crime; and 2) that of acquiring performance knowledge (which will
be discussed in an evaluation of resources needed to commit offences in Sec-
tion 2.3.3).

In order to assess more precisely how offenders behave, the decisions they
take and the reasoning behind them, we will now focus on a specific type
of offender, viz. the fraudster. There are several advantages to focussing on
fraudsters. The first is that fraud consists of an array of offences, undertaken
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for material gain, that increasingly involve some type of technology (hence
the relevance to the subject of trust domains). In the UK the legal definition
of fraud was tidied up by the Fraud Act 2006. Of interest here is the three-
way classification of fraud given in the Fraud Act, which encompassesfalse
representation, failure to disclose informationandabuse of position. A second
major advantage of our focus is that we can draw upon originalresearch to
understand fraud from offenders’ perspectives.

This work in part draws upon (mostly unpublished and new) research with
fraudsters in prison carried out by Martin Gill. The first is astudy of those who
steal from their employer ([Gil05a, Gil07, GGW10], see also [DG07]), and the
second a study of different types of fraudster and how they are influenced by
economic circumstances [Gil11a, Gil11b].

2.3.1 Why and how fraudsters commit fraud

Probably the most frequently referred-to work on motivations for fraud is by
Cressey, who saw trust violation as a key ingredient of a white collar crime.
He developed the ‘fraud triangle’ and asserted three key elements of a fraud
by employees are necessary: offenders with amotivation(he wrote in partic-
ular of offenders having non-shareable problems), anopportunity(in his work
Cressey was especially interested in the offender abusing aposition of trust),
andrationalisationsto neutralise guilt (see [Cre50, Cre53]). The argument he
makes is that taking away any one element can prevent a fraud from occurring.
The model has been subjected to extensive critique as new research of differ-
ent types of fraud conducted in different contexts has questioned the universal
application of the approach [DG08, SL13].

In [GGW12b], Gill and Goldstraw-White summarise that the reason why
people commit fraud can be classified into three general groups. First, frauds
are committed because the fraudsters make an economically rational decision
that the benefits outweigh the costs. Second, fraudsters aremotivated by the
need to resolve personal pressures that fraud provides a means of generating
release from. Third, fraud is a response to exploiting opportunities that are
presented (see [BME09]). The remedies rest, in the first case, on making the
costs of committing fraud high (especially increasing the prospect of getting
caught), in the second case on identifying and helping to resolve personal pres-
sures on individuals (and especially those who have a propensity to commit
financial crimes if they can be identified), and in the third case on reducing
opportunities in the way that the organisation is run and does business.
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Martin Gill notes that when you ask offenders why they committed a crime
on a particular day, all too often they state they did it because it was ‘easy’. So
despite all the measures in place at banks and in retail outlets, both bank rob-
bers and shop thieves all too often state that the crime was ‘easy’. Sometimes,
measures can even work in the interests of offenders. For example, labels at-
tached to goods in stores stating that they ‘are only sold in high street stores’
(and therefore render them more difficult to be sold in other locales such as
market stalls) can be an advantage for thieves. Some stated that when selling
stolen goods buyers were rarely concerned about them being stolen, but they
did worry about the possibility of them being counterfeit; alabel from a high
street store added to their authenticity.

Gill’s interviews with fraudsters who stole from their employers revealed
seven reasons for the offence, namely [Gil05a, Gil07, GGW12a]:

· Debt (which was generally perceived as out of control)

· Boredom (they were seeking excitement)

· Search for status (and money from fraud helped provide this)

· External coercion by blackmail (they were threatened to be exposed for
another offence)

· A temporary lack of emotional balance (they lost control of their senses)

· The influence of organisational cultures (characterised bypoor ethics,
weak leadership, and tolerance of dishonest practices)

· Opportunism.

More recently [Gil11b] interviewed 16 fraudsters in prisonabout their ap-
proach to fraud and the economic climate. In terms of motivations, five reasons
were offered, these were:

· They needed money, because they were bad at managing debt

· They want to win favour, and fraud produced the funding to facilitate
that

· They had an addiction, and fraud helped provide the funds required to
satisfy the addiction

· The opportunity was there, and some stated that it was easy and that
attracted them

· The fraudster was enabled to commit fraud as part of carryingout normal
business duties.
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There are clearly overlaps in the explanations, and for someindividuals sev-
eral apply at the same or different times. The last of these isincluded as a
separate category, although in reality it is facilitated bythe appearance of an
opportunity. But its importance should not be underestimated, because where
organisations create opportunities in the way they conductbusiness they must
expect (or not be surprised) if at certain points these lead to crimes taking place.
Mitigation is therefore imperative. Indeed, while opportunity is not necessar-
ily a condition for fraud, it is typically important and often mediated by 1)
the extent to which an ‘inner voice’ helps offenders overcome a desire/need to
commit crime [SL13] and 2) company culture [BW06].

There is one other topic that needs to be discussed, albeit briefly, in any
assessment of why people commit crime, and that is the driverof ‘need’ and
‘greed’. There is little doubt that these are relevant to some fraud offences.
For example, Tunley [Tun11] (p. 314) has examined the motivations for ben-
efit fraud and concluded, ‘empirical evidence has been offered that benefit
fraud is motivated by need and greed, with opportunity acting as a catalyst’.
Goldstraw-White [GW12] has assessed the issue of need and greed in fraud of-
fences from her interviews in prison. She concluded that white-collar offenders
often gave accounts for their offending, which could be classified as ‘greedy’.
She noted that, ‘greed appears to feed upon itself’ (p. 109).In other words,
when fraudsters realise that they have a way of making money from crime that
appears easy, they find it difficult to stop, even if the original financial reason
for offending has been satisfied.

2.3.2 The Fraudster Decision-Making Process

It is important to note that there are various ways of intervening to prevent
crime, and in an organisational setting, as elsewhere, dealing with motivations
is clearly important but not always practical. Often the cause of crime at the
workplace relates to problems in personal lives, such as addictions or financial
concerns, which organisations may not be aware of. Even if they are, employ-
ers may feel there is little they can do about it.

Another mechanism for thinking about intervening in crime is to look at
how decisions are made. What is presented below is a frameworkfor how
many fraudsters will approach their offending. Clearly notall the elements will
be relevant to the same degree, nor will they always be present or made in the
order depicted, but they do represent key decision points that most fraudsters
will consider. They also represent key points in offending which provide an
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opportunity to influence how the offender behaves; ideally to stop an offence
taking place.

1. Choosing the target. In reality there are many factors that can influence
what makes a target attractive to a fraudster. A key factor will be the amount
the offender knows, or can discover, about the size of the reward and the se-
curity weaknesses at and around the target. In the case of crime, familiarity
breeds opportunity. Clearly staff, perhaps those who are trusted the most (but
this is not always the case), are the ones who are key to protecting the organ-
isation. Ensuring that everyone works towards the company’s best interests,
and is motivated to report any suspicious activity or security weakness they
identify is important. It is also very important that the company does not get a
reputation for ‘being easy’.

It is worth noting that burglars sometimes return to the scenes of their crime
because they know they will be successful; and fraudsters sometimes return to
victims from previous offences, because they believe they will be easy targets.
Some victims even appear on ‘sucker lists’ which are bought and sold on the
illicit market [Gil11a, Gil11b]. Taking a strong line on dealing with crime
– and this includes determined but effective response – can often be a very
effective method of protecting the business. Offenders favour both finding
easy targets and avoiding difficult ones.

2. Setting up the fraud. Most often when a fraud is committed some type
of planning or preparation is required. This is not always the case, of course;
some frauds are opportunistic. The process of setting up a fraud is more diffi-
cult for insiders when, for example, individuals are monitored closely, where
work is checked or audited, and where security weaknesses are understood,
monitored and acted upon. The key here is to think of fraudsters and ask,
‘what is it that will make this offence more difficult?’

3. Committing the fraud. The third stage is perhaps the most crucial of all
as it involves committing the fraud itself. Clearly at this point the dangers are
considerable, for the offender and, if he or she is successful, for the victim too.

There are at least two major considerations for the offender, and these are
nearly always present and therefore should be a consideration when thinking
about preventing crime. The first is that they will want to ensure they get away,
while the second is obtaining the rewards. The more difficultthis is, the more
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work that has to be done (and the more clues they may leave afterwards), the
less attractive the target is.

4. Getting away. Another issue of crucial importance to the fraudster is
avoiding capture. In practice this has a number of aspects, including avoid-
ing the offence being detected for as long as possible (ideally, from an of-
fender’s viewpoint, altogether), avoiding any link directly back to the offender,
avoiding action being taken once discovered, preferring that if some reaction
is necessary it takes place at as low a level as possible, and ultimately that no
prosecution takes place and if it does that it is unsuccessful. There is much to
commend initiatives that make offences more risky.

5. Disposing of the goods. Whether this is relevant will depend on the type
of fraud. But the commission of the fraud is not necessarily the only point
at which fraud management might focus. Money may have to be laundered
and a process will be needed for that. If goods have been obtained they need
to be converted into money (unless for self use). This has many dangers for
the offender [Sut10], as the police have become more adept atmanaging the
second-hand goods market.

2.3.3 Fraud Facilitators

Another issue when considering offenders is not just how they make decisions,
but the resources they need to undertake the offence successfully. Routine Ac-
tivities Theory has highlighted that in addition to being motivated, an offender
must also have the resources needed to carry out the offence without also be-
ing caught. Work has been conducted on the resources needed for offending
(see [Gil05b]). The discussion here is applied to fraud (see[Gil05a]) and builds
on work conducted in prisons with fraudsters [Gil05a, Gil07, Gil11a, Gil11b]:

Resources for handling emotional state. In order to commit an offence,
fraudsters need to be emotionally prepared to do so. In the criminological
literature much has been written about ‘techniques of neutralisation,’ (focusing
on the need of fraudsters to overcome any feelings of guilt they may have).
But it seems that many fraudsters do not feel guilty, either because they do not
sufficiently consider the consequences of their actions or because they feel the
victim is deserving or can afford being defrauded. As a consequence, avoiding
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staff having grievance, and dealing with them speedily and effectively when
they do, is not just good management, but also good crime prevention.

Resources derived from personality/character traits. Different character-
istics or features of a personality impact not just on whether a fraud should be
committed, but the type of fraud that could be committed. In [Gil11a], Mar-
tin Gill found many fraudsters to be risk-takers, good at taking advantage of
opportunities. In [Gil11b], he reported that some fraudsters felt that commit-
ting fraud was easy but having nerve when handling the proceeds of fraud was
crucial; that was when they felt there was a greater danger ofgetting caught.
One fraudster claimed to have committed the offence principally because he
had low self esteem and the process of frauds provided the funding to appear
generous which he hoped would win favour with people. Another fraudster
highlighted the importance of a good memory for avoiding capture: ‘I had to
convince a fraud inspector once and I did. You have to have allthe information
in your head, you have to, dates of birth, the lot. You must have it all in your
head, you cannot hesitate, they are getting paid a bonus to find you these days’.
Clearly, the type of character/personality traits needed will vary with the type
of fraud, but profiling fraudsters and understanding characteristics that make
offences possible is a much under-researched methodology.

Knowledge-based resources. [Gil05a] found that fraudsters mostly gained
the knowledge they needed from their everyday work. They knew the pro-
cesses and procedures and different types of fraud-prevention measures in
place, and, crucially, they knew how to circumvent them. Martin Gill in his
study of offenders found one long firm fraudster who learned how to build up
credit, by buying flowers, then paying for them promptly so that over time they
were able to earn the right to 90 days credit. At this point they would make
a large order and disappear with the flowers and without paying. Another in-
terviewee, an accountant, described how his knowledge of ‘how to massage
figures on profit and loss and balance sheet,’ enabled him to defraud his com-
pany.

Skills-based resources. Skills differ from knowledge in that the former are
the practical techniques needed to apply knowledge (the facts). The important
issues about skills concern which ones are needed to commit different types of
fraud, and where and how are they learned. In [Gil11b] Gill found that some
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fraudsters were caught because of a lack of skills. One solicitor was convicted
of fraud partly because he did not properly check the identity of those who
were asking him to act, and it transpired they were defrauding an organisation.
He knew what should have been done but ‘took [his] eye off the boil’ in what
he later recognised was poor judgement. Another cheque fraudster (he made
and then cashed counterfeit cheques) noted: ‘There is a lot of preparation work,
making cheques, that takes a lot of patience. You need template and then it is
easier, putting details in is easy but laborious. You scan ina proper cheque and
then you have to work on it, there is a lot to it. Then you have toplan what you
do and where you go.’

Resources derived from physical traits. Physical traits, such as strength,
may be used to intimidate or physically restrain victims to enable the offence
to be executed. This is usually less important for fraud thanother offences,
although there has been value in some frauds in the offender appearing intimi-
dating.

Tools or ‘crime facilitators’. Crime facilitators are the factors that help of-
fenders commit crimes. For committing fraud, a crime facilitator may for ex-
ample include a computer programme that enables the fraudster to access per-
sonal accounts and download personal information. Many identity fraudsters
need birth certificates or other personal information in order to create or take
over identities that can then be used for fraud.

Associates and contacts. An associate is a specific form of crime facilita-
tor, separated out because of its importance. Often but for acontact a fraud
would not take place, like where someone provides information about a target
which makes the fraudster believe that a fraud is worthwhile, perhaps relating
to weaknesses in fraud prevention. [Gil11b] found one fraudster who claimed
‘I would buy details off of friends . . . I had people who would sell me their NI
number and I would get their dole.’Another fraudster admitted that it was the
need for friendship that led him to work for a group of people who had asked
him to commit fraud. They provided all the details about the offence, his job
was merely to withdraw money. Getting rid of the proceeds of fraud (when not
for self-use) will normally require contacts. The cheque fraudster noted above
claimed he always passed the goods he obtained through fraudvia the same
fence, ‘He was always reliable. He once owed me£20k and paid me.’
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In this section we have identified the fraudsters’ decision-making process and
the facilitators that enable a fraud to take place. These insights help to identify
weaknesses in trust domains and ways to address them. In particular, by inter-
rupting the decision-making process, and by preventing thewould-be fraudster
from gaining necessary resources fraud can be prevented.

2.4 Difficulties with Trust Domains in Practice

We will now turn our attention from the offender to the defender. We present
an empirical study designed to identify the importance of trust domains in
practice and the practical problems involved with establishing trust domains.

2.4.1 Study methodology

The empirical study was based on interviews with members of staff of a broad
range of organisations.. The interviews were with both senior members of staff
who have oversight of organisational governance and with staff in operational
roles. Every organisation and every individual was carefully selected to ensure
a broad mix of disciplines and business verticals. The organisations include
public and private sector, profit and not-for-profit, product-led and service-led,
national (most UK-based) and international organisations. The selected organ-
isations are known to deal with sensitive issues because they are involved in
police and social work or are engaged in highly competitive industries. In-
terviewees were selected by a process known as ‘snowballing’: Starting with
contacts known to the research team and its partners, we built up further con-
tacts via those we interviewed.

The key areas of focus for the study wereinformation-flows, i.e. infor-
mation at rest, in transit, and leaks and losses of information, andoperating
boundaries. Within these two areas closer attention was paid to identifying:

· The main risks to business in engaging in information exchange

· What constitutes trust in the context of information exchange

· How trust is valued, and how it reinforces/undermines security

· How organisations use information about each other to enhance confi-
dence and improve interactions

· How organisations react when forced to share information inuncom-
fortable situations, in situations where priorities are atodds with each
other
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· To what extent, if at all, technology helps.

Our schedule of questions was designed around four roles that we identified
as key to defining trust domains with an organisation. Each role supports, to
a greater or lesser degree, the role of information protector. The four roles
are theRisk manager, the Business manager, the Security architect, and the
Technical administrator. We assume for clarity that the four roles are non-
overlapping, but we appreciate from our study that this may not be the case
in practice, since roles are rarely this clearly defined and distinct from one
another. Our rationale is that these roles cover operational management (risk
ownership) and support/strategic planning.

The focus, and a feature at the heart of our interviewing schedule, is on
what trust means to the interviewee in the context of his or her organisation.
We envisage individuals having a duty to manage information, which leads to
a consideration as to how that information is protected whenshared. All of our
findings were anonymised, an obligation we made to everyone we interviewed
as is normal practice in research of this kind.

2.4.2 Insights

Organisations on the whole rely on trust domains, although evidence so far
suggests they never call them that. In our interviews interviewees report how
organisations and employees organise information in termsof domains of trust.
Yet, there is a range of issues that appear to make the processof generating ef-
fective trust domains problematic. Although intuitive, asnoted above, trust
domains can be hard to describe and hard to explain (particularly beyond any-
thing more than a superficial interpretation), and therefore it can be hard to see
just what constitutes trust at a theoretical level. Specifically, the criteria defin-
ing the practice governing who can be trusted and why is undefined. A further
issue requiring clarity surrounds the mechanisms used for engendering trust,
and similarly to respond to situations where trust is threatened or broken. Be-
low we summarise these issues and highlight the key reasons why, according
to our interviewees, they have emerged as causes of concern:

· Many of the polices that organisations rely on do not work because they
are flawed or not followed

· Technology does not take sufficient account of human behaviour

· In many organisations the status of information protectionis low, com-
pared to other business tasks, such as selling and finance
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· International differences complicate the development of consistent re-
gimes

· There are real limits to the technology being deployed

· Organisations do not know who they are dealing with

· The nature of business means relying on trust.

Each of these headline observations – and in practice they can often overlap –
is discussed in turn. A more detailed discussion may be foundin [GC14].

The rules for securing trust domains do not work. Part of the difficulty
for those working in data protection and information security is that often the
outcome is dependent on people within the organisation following rules, but
that data protection and information security is often not the priority of these
people. This becomes an acute problem when the rules that arethere to help
protect assets start to get in the way of doing business.

There are at least three explanations here. First the rules may be ineffective
in that they do not, or are not perceived to, adequately protect information.
Second, the rules are bad ones, bad in the sense that althoughthey will protect
information they are not conducive to the working practicesof those on the
front line, so consequently they are not adhered to. Third, the rules are good
but there is not sufficient awareness of them. A linked theme around awareness
is that the criticality of the rules, in particular the role that the rules play in
protecting an organisation, are not widely appreciated. Indeed training and
awareness about rules is reported to often be less than is required. Of course,
all three of these explanations may on occasion be evident inany situation to a
greater or lesser extent.

Whether it is the principles behind the rules at fault, or the interpretation
and embodiment of the principles that is lacking, it is clearthat policies can
create difficulty. Where policies do not work or are circumvented, it means
that the organisation has less control over what happens, and that increases
risks (assuming of course there was a sound reasoning for theprocess in the
first place). But does less control imply greater flexibility? Balancing risk and
flexibility is key to understanding when and where trust domains make sense,
and where they breakdown and become unworkable.

Technology does not take sufficient account of human behaviour. The
focus here is very much on human behaviour rather than the rules themselves.
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It is not difficult to protect information where security is the only aim, or agreed
principle aim, but this is rarely the case. In reality, security is rarely user-
friendly and often an impediment, and the realities of making things work in
practice under potentially high pressure are not thought through.

One reason that security measures are circumvented is that people have
good knowledge of the other people they are dealing with, either within their
own organisation or another one. This facilitates trust in circumventing poli-
cies that may otherwise complicate business.

Another reason are cultural issues. It was noted that in universities it was
necessary to take account of a culture that emphasises individuality and aca-
demic freedom, and is sometimes stretched to mean that as academics the
employees have a free reign on activities involving sensitive and potentially
damaging information.

These issues are sometimes known to organisations, and taken into ac-
count. One interviewee noted that their organisation set aspirational policies
on purpose, designed to exploit the psychology of people behaviour. He gave
the example of passwords, where the aim was to make people aware of what
was needed in the hope some would follow what was being prescribed. They
knew not everyone would follow good practice, but at least some would have
adopted better security practices as a result.

The status of information protection is low. In many businesses, tasks like
selling and finance are perceived to be of more importance andhigher status
than the protection of information. This is potentially a controversial claim,
but there are a number of findings that appear to support this assertion. The
first is the extent to which policies are overridden by seniormanagers in pursuit
of their own ends, which can lead to some fractious discussions. In other ex-
amples we have seen interviewees pointing to policies as being ‘aspirational’,
rather than requirements that arise to satisfy the fulfilling of organisational pri-
orities. An interviewee noted that complex environments can lead to policies
being developed that are contradictory, and as a consequence become a low
priority or result in the policy being seen as not important.

This resulted in confusion and a lower take-up than was hopedfor. Another
interviewee described other departments pursing policiesin flagrant disregard
for good information security, and noted that this was in part a response to them
not viewing information security in the right way. We were also informed that
these departments also believed that they could do whateverthey want because
someone else was responsible for information security.
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This interviewee noted that the resources devoted to information security
were slight, and this may reflect its status. Yet another interviewee thought that
ignorance was the main reason why security attracted a low priority.

International differences and the development of consistent regimes. A
major impediment to good systems for securing trust is the different regula-
tory requirements that apply internationally, meaning that organisations need
to apply different approaches in different parts of the world. This can mean,
and often does mean, that different processes and technologies are needed, and
there are different requirements on staff too. There may also be geographical
policy differences, in part because requirements are different, but also perhaps
because there is less trust in regimes in some parts of the world. Hence the
amount that one might want to disclose may be very different.Using a mixture
of localised (i.e. different) processes can increase risks.

There are real limits to the technology being deployed. When technology
operates in silos, having overarching domains where peopleshare information
can be problematic and at times impossible to achieve. Another problem re-
ported relating to technology is that security people oftenask questions that
are difficult for non-security people to answer, for example, ‘How do you want
to protect your information?’, or perhaps more relevantly,‘What level of pro-
tection do you need?’ Being able to understand technical jargon and make in-
formed choices requires a specific set of skills, and these questions assume that
people know the ‘how and what’ of security, which too often they do not. Sim-
ilarly, we heard that technology is not always easy to use fora non-technical
person, and security people are sometimes seen as ‘specialist in making things
difficult’. The particular interviewee pointing this out noted that protection
measures are hard to use.

Another issue reported with technology is that it quickly becomes dated.
Worse still, more devices are coming on board that individuals can afford and
have access to but companies just cannot, which creates the need for policy
exceptions to accomodate private devices. This forces companies to develop
strategies for Bring-Your-Own-Device (BYOD) scenarios (cf. [Inf]).

Technology certainly enables users to do more with information, or to do
their job in multiple ways. And this complicates the situation for the security
architect. New technology, as we heard form one interviewee, needs to be
thoroughly understood and tested before it can be safely deployed, and that
takes time and resources to complete.
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Security controls are also described as sometimes not being‘up to scratch’.
One interviewee admitted that organisations cannot mitigate all possible threats.
Some choose to focus on just the major risks. Another problemmentioned
relates to managing the controls. This interviewee also noted that there are
technology issues in the way systems are structured, meaning that it can be
difficult to connect to third parties.

Organisations do not know who they are dealing with. Many interviewees
admitted that they had to share information without knowingwho they were
sharing with. They would know the organisation, and may havea rough idea
if it was a customer/partner, but not know any details. Many of those inter-
viewed said that they had at some time shared data and received data that they
should not, the consequences of which could have been severe. But there is
also evidence that personal relationships play a major partin building trust.
For instance, the ex-work colleague who has moved into a new role is often
cited as a strong trust point in the mutual exchange of information.

The nature of business means relying on trust. Several interviewees noted
that the more typical criticism of security is that it reduces liberty, in that
security restrictions reduce freedoms. In practical terms, the more practical
consequences of security are that it reduces reliance on trust. While this can
sometimes be a good thing, it needs to be understood that business generally
operates on trust, as one interviewee noted: ‘Bear in mind that the way that
brokering works is based on trust. That is the perception of insurance. We
trust clients to tell the truth and we trust insurance brokers to treat clients’
claims truthfully. The fact is we just don’t see people as untrustworthy, actu-
ally the opposite. This is how insurance has always been done; the old ways
survive in our world. Some industries do nail down every possibility, but that
is not trust.’

2.5 Analysing Trust Domains

Our working definition of a trust domain is a grouping of two ormore entities
that share the same level of expectation regarding securityof information that
they wish to exchange with one another. Further, we recognise that there exist
one or more entities that must be denied access to the information. The basis
for trust between the entities that form the trust domain canbe built on both
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Trust Primitives Reliable identification of entities
Reliable belief in mututal values
Reliable expectation of behaviour

Trust-Building Primitives Accountability
Audit
Delegated Authority
Trust Management
Assurance

Flow-Control Primitives Isolation
Separation
Policy

Table 2.1: Trust-Domain Primitives

technical and human factors, legislation and regulation, and policies and pro-
cedures. Conceptually, trust is based on mutual human values. Technology is
called for in situations where human behaviour and human limitations present
a threat to the trust domain, or where technology offers improved functionality.
For example, technology can make compliance with the aims ofa trust domain
easier to achieve.

We employ the concept ofinformation flows, defined as an exchange of
data between two or more entities that together represent a trust domain, where
this trust domain describes the boundary across which access is restricted. Data
flows according to a stated process, where the security of thedata that flows
demands exceptional protection (with respect to data that is allowed to freely
flow between all entities). In practice, we are interested ininformation flows
within and between trust domains, i.e. between organisations, departments
and individuals. For example, within an organisation we seetrust domains
consisting of two or more departments, work colleagues and managers (pos-
sibly located at different geographical sites). Similarly, we see trust domains
being formed between organisations. At a personal level, wesee trust domains
being formed between individuals, for example a patient andtheir doctor, an
individual and their bank manager, and between friends and family.

Based on this high-level description, we define a non-exhaustive set of
trust-domain primitives that we believe are present in somecombination in
all trust domains. These primitives are shown in Table 2.1:Trust Primitives
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are the main features that need to be present for a trust domain to be effective.
The first required primitive is the reliable identification of entities, both within
and outside of the trust domain. In particular, potential members of the trust
domain must be identifiable, as otherwise access control could not be exerted.
Furthermore, the fact that entities can be identified needs to be communicated,
and the identification needs to be communicated reliably as well. Second, there
must be a reliable belief among the entities that the constituents of the domain
subscribe to mutual values with respect to the purpose of thedomain. Third,
entities must be able to reliably expect other entities to behave according to the
shared values.

Trust-Building Primitivesare the properties of a trust domain that enable
trust to be established in the participating entities. The following five trust-
building primitives emerge as important: Accountability of entities for their
actions at an organisational or individual level, Audit, that is, the capability
to provide evidence of correct behaviour to third parties, Delegated Authority,
i.e. the sharing of information and processing capabilities with other groups,
Trust Management to revise policies in order to maintain or strengthen trust,
and Assurance, i.e. the confirmation of trustworthiness before sharing

Whereas trust-building primitives relate to the constituents of the trust do-
main and the processes within the domain,Flow-Control Primitivesgovern
information flow. Of particular importance areisolation, that is, the ability to
place restrictions on information-sharing outside of a tightly controlled group,
separation, i.e. the assurance that information is only shared betweentrusting
entities, and theexistence of a policy, i.e. the definition of operating character-
istics that meet security needs.

In practice, these primitives need to be implemented using acombination
of technology and social means. For instance, the reliable expectation of ac-
ceptable behaviour can be supported by technical or legal enforcements.

2.6 Modelling Trust Domains

A key feature of the trust domains project has been recognising the impor-
tance of information flows, and to take them as the basis for future modelling
activities. The concept of sharing information, of information flowing from
one organisation to another, and that information is important and needs to be
protected, was generally well understood and openly accepted by our intervie-
wees. Risks vary with organisational context and culture, and this is where
modelling can have the greatest impact.
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In this section we identify important questions to be answered using mod-
elling, the aspects that need to be modelled, and the available parameters. Fur-
thermore, we point out the existence of tradeoffs.

Based on our interviews, the following priorities emerged as the most im-
portant aspects for those attempting to determine whether to trust a relationship
build around a trust domain:
· Why should I trust?
· What problems do I need to be aware of?
· Is there a better way that I should be considering?

Our interviewees also pointed out the need to understand a situation better,
which often arose from a sense of professional ignorance. They stated that
they do not have the necessary information to make a choice, they are not used
to dealing with a particular terminology, and that they still needed to provide a
convincing argument to their peers, even if they understoodthe situation.

We dectected in talking to several interviewees that the trust decision-
making process tended to be based on subjective values. Modelling may be
able to bring a degree of objectivity, for example by supporting in-house re-
view of another party’s policy or technology, vetting of individuals, reliable
separation of roles and duties, agreement on acceptable levels of risk, assess-
ment of the costs of breaches or failures to comply with legislation, and by
helping to determine reputational damage.

In the following we discuss several aspects that give rise tospecific ques-
tions of modelling.

Attitude to taking risks. Perhaps predictably, all interviewees that we have
spoken to recognise the need to comply with legislation and other regulatory
requirements. They also believe the organisations they work for are commit-
ted to achieving this. However, on several occasions iterviewees reported that
policies that had been developed to promote good information security were
being ignored. The reason was often that the policy in question prevented indi-
viduals from doing their job, sometimes altogether and sometimes by creating
inconvenience. As a result, employess found workarounds tothe rules. These
‘workarounds’ invariably led to greater risk for the organisation and for the
individual who appear to have chosen to ignore corporate practices, and were
only possible if individuals ‘abused the trust placed in them’ – albeit, they
reasoned, with the best of intentions.

According to our interviewees, for the most part employees’actions were
well intended and justified on the basis that the policies were unworkable in
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the given situation, or at least were not seen as the best guidance for optimis-
ing broader benefits to the organisation. This leads to an intriguing balancing
equation between a commitment to following policy requirements and a com-
mitment to completing a task. It appears from our questioning that people
are willing to risk personal admonishment (or worse) in order to ‘get their job
done’. However, by and large they were not expecting to get caught, and even
if they did they expected to be able to appeal that they were working in the
best interests of the company. In many cases the implicationwas that they
believe that should their actions be noticed, ‘commonsensewill prevail’, and
the organisation will understand the need for rule infraction in the pursuit of a
greater good.

This leads to thetradeoff between performance or convenience and secu-
rity. All interviewees naturally showed concern about risks to their operation,
and all keenly demonstrated a rational approach to dealing with risk. How-
ever, there emerged a distinct difference in the level of risk that one organisa-
tion would accept compared to another. For example, an organisation involved
in preserving national critical infrastructure is typically averse to taking any
risk, and seeks strong assurance when operating outside of its tightly protected
perimeter, and is often reluctant to cross the boundary at all. At the other end
of this spectrum are organisations well versed in taking risks, that accept fail-
ure as the ‘cost and consequence of doing business’. In between we see what
can be perhaps best described as ‘informed risk taking’. Whilst attempts are
made to reduce risk, there is general acceptance that a levelof residual risk is
acceptable. This residual risk is typically expressed in terms of failure to meet
regulatory requirements, penalties (especially resulting in reputational dam-
age), and personal accountability (e.g. penalties imposedon individuals). In
effect, there is a tradeoff between the risk of failure to deliver and the penalty
for circumventing policy.

Ownership of security In the sample of interviewees, two clear groups are
in evidence; those that define security and those that are affected by security.
This inevitably leads, on occasions, to different agendas.We heard on sev-
eral occasions that the policy setters reported (or were reported) as being less
concerned with the practicalities of the requirements theyset, and more con-
cerned with being seen to have defined a good security solution for a given
set of threats. The consequence of this, it was reported, wasthat some of the
solutions would turn out to not be applicable to their particular organisation,
seemingly a very poor practise. This led some interviewees in operational
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roles to routinely ignore or circumvent policy in order do their job. The first
weakness leads to, and then compounds, the second.

This observation points to the existence of aprincipal-agent problem(cf.
e.g. [MCWG95]), i.e. tensions between the rules prescribed by a principal and
agents performing under these rules.

Internal vs. Outsourced service provision Whilst some organisations al-
ready outsource some functionality, particularly around the provision of tech-
nology infrastructure, many (perhaps most) are reported tobe still evaluating
the options. Online services, like those described as a goodfit for the Cloud,
are certainly high on some organisations’ outsourcing agenda, and it may sim-
ply be a matter of time before the move to greater outsourcingfor service
provision occurs. Most interviewees noted that a strong argument for mov-
ing to the Cloud was reduced operating costs, although in a couple of cases
there was recognition that an external specialist service provider – particularly
a technical/security specialist – should be able to providea better service too
and would therefore be more trusted than an internally provided service. In
these conversations there was also an element of being able to shift the blame
when ‘things go wrong’. Some interviewees were very uneasy and resistant
to the idea of outsourcing, e.g. the critical infrastructure provider. Most often
this centred in being unsure and/or unconvinced by the advantages to risk man-
agement and the quality of assurances given by outsourcing providers, and the
interviewees appeared reluctant to fully trust them. All agreed that they would
need more time and strong evidence – stronger than for an internal partnership
– before they would feel comfortable trusting external partners. They envis-
aged needing to be more diligent when gathering evidence to build trust, and
that getting to the point where they would be happy to proceedwith a partner-
ship would take longer than for a similar internal partnership.

This observation points to the requirement that modelling should help to
exploredifferent design alternatives.

Information Flows It has emerged is that information-flows are in fact an
important focus of this research enquiry, providing a basisfor understanding
and describing how trust domains work. Perhaps with the exception of the
critical infrastructure provider, all organisations thatwe spoke to base their
business model on a need to efficiently send and receive information with par-
ties both inside and outside of their organisation.
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That information has value is widely appreciated, but it appears that or-
ganisations have great difficulty articulating that value (as do practitioners and
academics). The concept of data classification is not widelyadopted, but it
is talked about occasionally when describing higher value information, and it
is not clear that even documents marked ‘private and confidential’ are always
tightly controlled.

* * *
In this chapter we have studied issues of trust and trust domains from socio-
logical and criminological perspectives. Based on interviews with fraudsters
and within organisations we have learned that organisations rely on trust in
order to perform their function, but may fail to enable trustand to ensure that
trust is well-placed, and that offenders undermine and use trust in order to gain
advantages or to cause damage.

We discussed crime scripts as an appropriate way of describing offender
behaviour. Based on this concept we identified the five-step decision-making
process of fraudsters and the resources that they need in order to perpretrate
fault. Our interview studies with employees of organisations that handle sensi-
tive data allowed us to identify key properties that must be supported in a trust
domain and key issues to be addressed by modelling.

The insights presented here summarise the work done in the Trust Domains
project. More details, including full interviews can be found in the deliverables
of the project, particularly [CG12, GC13] and in [GC14].
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Chapter Three

A Semantic Model for Trust
Domains

The concept of a trust domain exists to provide a foundation for securely shar-
ing information among a group of (possibly distrusting) entities. It enables
the parties involved and any observers to appreciate the level of trust present
before proceeding to share data.

A definition of a trust domain that is suitable for this purpose is the follow-
ing: A trust domain isthe state and processes that allow resources to be shared
between entities that are members of the domain and where these entities have
an expectation of and exhibit shared and predictable behaviour to protect the
resources.The key points in this definition are that a domain should ensure
that members exhibit certain behaviour and that this behaviour can be checked
by those placing trust in a domain.

A trust domain is established by allowing participants to specify the infor-
mation that they are willing to share with each another, according to a policy
that defines how, when and with whom this information can be shared. This
policy is then enforced by control mechanisms, defined as part of the defini-
tion of the trust domain, which provide evidence that supports assertions about
the properties of the trust domain as well as enforcement of the policies. These
controls have to be achieved through some technical (e.g. access control, roles,
cryptography) means as well as social means (e.g. contracts, obligations, law
enforcement). Based on this definition, a trust domain aims to:

1. Define mechanisms for controlling membership, that is, itdefines pro-
cedures for joining or leaving the domain
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2. Provide interfaces through which data flows. These interfaces enable
separation of channels through which security-sensitive and non-security-
sensitive information can flow

3. Provide infrastructure that determines and enforces which data can flow
through which interfaces, both within organisations and across multiple
organisational boundaries

4. Provide the mechanisms for determining the level of security provided.

In this chapter we identify the concepts that can be used to describe a trust
domain and how these concepts are related. This characterisation is captured
in the form of a model based on semantic web techniques. Thissemantic model
enables and simplifies communication about trust domains, which is required
both in implementing and in modelling them for evaluation and verification.

The chapter is structured as follows: We first identify key technical and
social components. We then present a three-layer approach for discussing these
aspects and study the relations between these components weidentify. Based
on this, we define our model. Finally, we discuss applications and extensions
to this model.

3.1 Objectives and Approach

The purpose of the semantic model derived in this chapter is to formalise the
notion of a trust domain in such a way that it can serve as a means of commu-
nication among parties involved in the establishment, design and maintenance
of a trust domain. The objectives can thus be summarised as follows

1. Provide a common conceptualisation that can be used in theconstruction
of trust domains and communication of their properties and characteris-
tics among stakeholders

2. Provide extension-points that enable the notion of a trust domain to be
integrated with other supporting or related concepts.

3. Re-use existing (related) models to develop a rich set of concepts that
can be used to conceptualise the notion of a trust domain.

A trust domain is constructed using a combination of social and technical sys-
tems. Social mechanisms define the norms and responsibilities of entities (i.e.
human), while technical systems provide mechanisms through which the ac-
tivities of participants are controlled and monitored. Ouraim is to identify
those concepts that can be used to construct a trust domain. Such concepts
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could exist in various forms and at different levels of abstraction. Therefore,
to capture them we need to adopt an approach that enables us todescribe these
concepts not only at a particular level of abstraction but also in terms of the
mechanisms needed to integrate the concepts across the layers of abstraction.
In other words, the approach has to cater for inter-relations among the concepts
at the same level of abstraction as well as across abstraction layers.

In order to capture the knowledge about trust domains, we utilise methods
and tools developed in the context of the Semantic Web initiative. This gives
us means of describing concepts within the application domain and relating
them to each other. We employ the Protege tool [GMF+03] for formalising
the concepts. In particular, this approach allows for further formalisation, e.g.
by means of description logic [KMR04]. The model is constructed as a set of
related ontologies (cf. [vR] for a definition of the term ‘ontology’), which can
be extended or refined as we develop a better understanding oftrust domains.

3.2 Trust Domains: A Layered View

Throughout this chapter we adopt a perspective that permitsus to discuss a
trust domain as a set of layers. From top to bottom, the major layers concern
the general tasks and activities that the trust domain addresses, the services de-
ployed within it, and the technology underlying these services, each of which
will be discussed in turn.

Processes or Social Layer. The processes or social layer is concerned with
general tasks and activities to be addressed when operatinga trust domain.
This layer describes the purpose of the trust domain, that is, the supported ac-
tivities. These are linked to corresponding business goalsand lead to questions
concerning the people-specific processes being supported within the domain.
Activities supported by a trust domain can be thought of as being translated
(either formally or informally) into a set of processes thatare operated by the
members of the domain. People and processes are supported bythe resources
of access devices, services and information. The followingaspects are of in-
terest from a top-layer perspective when processes are performed:

Actions by people and services can affect the type of an information item,
e.g. the attributes regarding ownership, purpose, or security classifi-
cation of the item. For example, a report in preparation may contain
confidential information, but then a person involved in the preparation
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may add personal information, which changes the type of the informa-
tion.

Data-processing moves information between and through access devices and
services. We therefore have to consider the way data spreadsacross
these different elements and resources. One concept for following the
spread of data is to consider it in terms of aninformation surface, i.e. the
number of different ways to access an information item or parts thereof.
Analogously to an attack surface, the information surface changes in the
course of the processing of the data, e.g. by changes in ownership, trans-
mission over unprotected channels, or storage in unprotected persistent
storage..

Individual goals guide and affect the behaviour of the individuals and organi-
sations that comprise a trust domain, thus affecting how they process in-
formation. For instance, an individual who is incentivisedto deliver on
a particular task before a deadline may take additional risks in handling
information in order to achieve this goal, e.g., by sending the data to a
person not authorised to receive it, or by using insecure mechanisms of
storing or transmitting the data. The importance of this aspect has been
highlighted by the empirical studies in Chapter 2, which have pointed
out the importance of taking into account the tradeoffs thatindividuals
may be forced to make.

A suitable model for the process layer must therefore take into account the
following questions:

1. What are the basic constraints and properties that should be guaranteed
by the particular trust domain?

2. What are the processes required for defining domain membership and
for maintaining an appropriate set of policies?

3. Which people and roles are involved in setting up and maintaining the
trust domain?

4. What are the necessary processes and information items to establish trust
between a trust domain and its members?

5. How can trust be communicated between individuals and trust domains,
i.e. how can individuals enquire about the trust status of the domain or
items within it?
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In order to tackle the first question, we need to think about a declarative high-
level description of policies that need to be implemented toa sufficient stan-
dard by members and supporting services. The second question touches on
the management and life-cycle of policies and membership. As trust domains
can be dynamic, with people coming and going and the threat environment
constantly changing, membership criteria and policies must accommodate for
these changes. With respect to the third question, management of a trust do-
main requires the role of a trust domain owner as the one who isultimately
responsible for all tasks. As the tasks themselves can be complex and may
require a wide variety of skills, it is likely that the owner has to delegate many
of the corresponding activities to other individuals. Since trust establishment
is a key concept, we need to understand what types of information (evidence)
must be conveyed for a member to be allowed to join or connect to a trust
domain, and to maintain their membership and connection. Question four con-
cerns mechanisms for exchanging information about the identity and state of
members and platforms in a trustworthy fashion, e.g. as credentials about at-
testation, run-time monitoring, and audit or management processes. A col-
laborative project may span more than one trust domain, or itmay exchange
information beyond its boundary with other trust domains. Here we need to
consider processes for exchanging trust information as well as the provenance
information associated with particular pieces of information. This aspect of
establishing trust suggests that we need core trust domain services that help
collect and store evidence.

Services Layer. This layer describes the types, organisation and orchestra-
tion of the services that form the trust domain. This layer concerns the tech-
nical realisation of the trust domain, and specifically explains how the policies
and processes defined in the top layer can be implemented so that people can
use the trust domain in such a way that its purpose is fulfilledand the data-
protection requirements are met. Conceptually, this layercould be subdivided
into an architectural layer and an implementation layer. Itshould be pointed
out that in addition to services supporting business activities, a trust domain
relies on a number of core services that are typically part ofthe infrastructure,
such as utilities for assigning and changing ownership of information items, fil-
tering rules for inter-process communication by means of signalling, resource
sharing, or communication across the network. Support for business activities
can be implemented through multiple different service providers (e.g. as Cloud
services). Each of them would have to conform to some architectural standard
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(or constraints). By means of core services the business services then provide
appropriate assurance that they are trustable.

Infrastructure Layer. Below the service layer we find the infrastructure
layer, that is, the actual technical implementation of the services in the trust
domain. The properties of this layer can have a significant effect on the overall
trust properties of the system. On the one hand, security mechanisms imple-
mented at the technology layer are necessary to support trust at higher layers.
On the other hand, security mechanisms may also get in the wayof business
(cf. Chapter 2), and may therefore be circumvented by users.

When designing a trust domain we need to think about how we refine poli-
cies and trust requirements from the high-level description down into system
configurations, and technical and management controls, andhow we create the
evidence-trail that demonstrates that the participating entities are trustable.

3.3 Building Blocks

Since the notion of a trust domain is centred around information flow, it is
important that we consider the channels through which information may flow
in any set-up designed to support information sharing. Depending on the type
of information intended to be shared, a trust domain may be enacted in one of
three ways: i) purely in a social setting; ii) purely in a technical infrastructure;
and iii) across the social and technical systems.

A trust domain can be described using some fundamental concepts that
exist in both social settings and technical infrastructure. These concepts can be
used to create trust domains of different types, enforcement mechanisms and,
hence, varying properties. To understand the types, composition and properties
of trust domains, we begin by characterising a trust domain using concepts
from the two areas. We then identify the main building blocksof our semantic
model.

3.3.1 Social Structures

Social structures provide a means of controlling, restricting and monitoring
the behaviour of individuals and organisations. For example, organisations,
professional bodies and associations define a code of conduct that specifies
how its members are expected to behave, and the level of punishment brought
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for any breach of the code. For instance, when sending a message by post, the
message is transported by entities outside of the intended audience, such as the
Post Office. But social structures (e.g. the code of conduct defined by the Post
Office) prevent the postman and other entities from learningthe contents of the
message.

Social structures may also be used to influence the properties of a trust
domain. Typically, there will be several kinds of social structures. The exact
type used, and how they are used in a particular instance of a trust domain, will
vary depending on a number of factors including the purpose of the domain,
the properties desired as well as the environment in which such a trust domain
occurs. Legislation and regulations play an important rolein almost all trust
domain instances. Contracts and organisational structures are used to hold
participants accountable for certain aspects of a trust domain, while cultural
values and risk perception are critical for determining theattitudes towards
data sharing or accountability in a trust domain.

3.3.2 Infrastructure Support

The infrastructure serves to provide mechanisms that ensure that technical sys-
tems involved in or used as a means of processing, communicating or shar-
ing information observe and enforce the required information-flow constraints.
Such an infrastructure will comprise resources that store,transport or use the
information to perform computations, as well as componentsthat control how,
when and where a particular piece of information can flow. Theinfrastruc-
ture should be viewed as a means of enabling data-sharing among a set of
participants rather than as an end in itself. For this reason, different types
of infrastructure may be used depending on other requirements such as per-
formance, accessibility, ease of use and reliability, as well as the strength of
security mechanisms desired.

The infrastructure consists of several layers of abstraction. At the lowest
layer are the physical hardware devices such as desktop computers, servers and
mobile phones. These devices interact according to the interactions defined in
the system architecture and provide services to other layers. A number of other
layers can be built on top of the physical devices. These higher layers serve as a
way of abstracting away the finer details of the underlying technology and thus
simplify the usage of the infrastructure. For example, in a Cloud computing
model, the Infrastructure as a Service (IaaS) is consideredto be at a lower level
of abstraction on which the Platform as a Service (PaaS) is built. Similarly,
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services in the Application as a Service (AaaS) layer serve as an abstraction
mechanism built on top of PaaS. One thing that is common to allthe layers of
abstraction is that they each expose one or more interfaces through which their
services can be accessed. In many recent distributed systems, the interface
is defined using the Web Services architecture [BHM+04]. This architecture
defines a resource as the main entity in the architecture and aservice as a means
of interacting with the resource, and can be used at any layerof abstraction.

In addition to the interfaces described above, a number of processes are
normally set up to provide the necessary services. In the context of trust do-
mains such processes must enable trustworthy operation. Inother words, the
components involved, and the processes they perform to set-up the services,
must ensure that services are only accessible through appropriate interfaces,
that the interfaces restrict access to authorised entitiesand that data-flow to all
the interfaces is controlled. We base our model on the Trusted Multi-tenant
Infrastructure defined by the Trusted Computing Group [TCG].

3.3.3 Modelling Frameworks

A trust domain can be deployed on different types of infrastructure. Each in-
frastructure may employ different technologies to serve the needs of a trust
domain. However, at the architectural level, several aspects can be identi-
fied that are common among the various types of infrastructure. As discussed
above, aspects of interest to trust domains include the web services architec-
ture and the trusted multi-tenant infrastructure. In the following we discuss
these frameworks in more detail.

Web Services Architecture Model The Web Services architecture [BHM+04]
defines functional components, relations among them and constraints under
which they operate. The architecture defines four models (message-oriented,
policy, service-oriented and resource) that capture concepts and relations among
them as viewed from a certain perspective. We collate the concepts defined in
these models into an integrated architectural model as illustrated in Figure 3.1.
The message-oriented model definesMessageas a first-class concept that has
aSenderand one or moreReceivers. A message is delivered by someMessage
Transport mechanism, which is constrained by aDelivery Policy. The deliv-
ery policy is a subclass ofPolicy, defined in the policy model, which defines
Message Reliabilityproperties of theMessage Transportmechanism.
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Figure 3.1: Concepts of Web-Services Architectural Models.
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Messages are used as the main mechanisms for communicating service re-
quests and request responses, where a service is defined in the service-oriented
model as an abstract resource capable of performing one or more tasks. This
definition of a service allows us to link a service to aResourcedefined in the re-
source model through a subclass relation. A resource has aStateand is owned
by a person or organisation who defines aPolicy that governs how the resource
is used or behaves. This policy also defines the scope of a domain in a way that
captures the desired goal state. Policies capture permissions that are required
by certain agents in order to enable certain resources to attain some state, and
obligations that agents have on the resources. Permissionsare enforced by a
Permission Guardwhile obligations are enforced by anAudit Guard.

Trusted System Domain Model The TCG TMI Working Group [TCG] aims
to build a set of specifications for trustworthy operation inmulti-tenant infras-
tructures. As part of this effort, the working group has released the first version
of the use cases for a Trustworthy Multi-tenant Infrastructure (TMI). We use
these use cases to build a model that includes concepts and relations among
the concepts defined in them. The concepts capture the parts of a TMI while
the relations capture the dependencies, causalities and interactions among the
concepts necessary to capture the functionality of a TMI as described in the
use cases.

The model, illustrated in Figure 3.2, is built around the three main entities
Policy, Asset, andRole. An Assetis an entity that is of value to a person or
organisation that participates in a TMI. Its value is definedby the entity that
has an interest in it, implying that the same asset could havedifferent values
depending on from whose point of view this value is being computed. APolicy
is a piece of data that defines the constraints on how the assets are used or
accessed by entities within a TMI as well as the expected behaviour of such
entities. ARoleis a set of responsibilities assumed by an entity in the system.
It also defines the activities that any entity with such a rolecan perform.

The trustworthy multi-tenant infrastructure distinguishes between two main
roles, viz. theConsumerand theProvider, and defines several concepts, some
of which are generic across domains of the two roles, while others are spe-
cific to each domain. ADomain Audit Agentis defined as a generic agent that
forwardsAudit Eventsto theCentral Audit Store, a component that stores au-
dit events collected from various parts of a TMI. TheConsumer Audit Agent
and theProvider Audit Agentare subclasses of theDomain Audit Agentthat
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Figure 3.2: Concepts of Trusted System-Domain Models.
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are specific toConsumerandProvider domains, respectively. Each role es-
tablishes a policy that is published to aDomain Policy Storeand also creates
a Domain Management Agentto manage the domain according to the policy
they define. This policy is expected to be enforced by aPolicy Enforcement
Point in the domain in which the policy is set up, and is monitored bythe spe-
cific type of domain-audit agent for the particular domain.Consumer Domain
Management AgentandProvider Domain Management Agentare subclasses
of Domain Management Agentthat are specific to Consumer and Provider do-
mains, respectively.

A Resourceis defined as a subclass ofAssetwhich has aStateand can be
provisioned or de-provisioned in the provider domain by theProvider Domain
Management Agent. To ensure that the correct policy is being enforced on a re-
source, theConsumercan validate the state of the resource using theConsumer
Domain Management Agent.

3.4 Semantic Model

In this section we discuss how the models identified in the previous section
are combined to create a trust domain model. We illustrate the concepts that
can be used to integrate the models and discuss how the semantic gap in the
usage of these concepts can be bridged. We first discuss important concepts
and relations, before integrating the concepts into the trust domain model.

3.4.1 Concepts and Relations

The proposed model consists of a number of concepts, such that each concept
captures a class of things that may exist in a trust domain, beused to build a
trust domain and used within a trust domain. Though all theseconcepts may
be used in different instances of a trust domain, a few of themcan be charac-
terised as being fundamental to the existence of a trust domain. We identify the
concepts of Actions, Assets, Policies, Controls, Roles, and Evidence as being
fundamental:

Actions are series of functionality performed by components and agents in a
trust domain. An action typically either consumes or produces some data
or results in the change of state of a particular component orsystem. De-
pending on the level of abstraction desired, an action can bedivided into
sub-actions, where each sub-action contributes to the overall outcome of
the parent action.
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Asset Our conceptualisation of a trust domain is based on the idea of enabling
secure information-flow among a set of entities. Such entities may each
have a set of devices through which they share the data. Furthermore,
these entities may provide access to the information storedon the de-
vices or other media to other members of the domain. For this reason,
we define the concept of an Asset as being a fundamental element of a
trust domain. An asset is something of value to the owner, butcould
also be valuable to other entities such as attackers or competitors. One
example of an asset is data.
Data may exist in many different forms, and indeed each form is faced
with various kinds of challenges with respect to controlling how it flows.
For example, printed material could be prevented from beingtaken out
of the building. However, it is still possible that someone could scan
the material and send it over a network or copy it to a USB stick. For
this reason, different types of protections maybe requiredto overcome
each type of challenge. To reduce the scope of our work, we limit the
model to data that exists in digital form. Other examples of assets in-
clude resources such as computers, services such as web services, and
communication infrastructure such as networks.

Policies are a means of specifying the behaviour of entities within a trust do-
main, and how data flows within or outside of a trust domain. Policies
describe the required or expected behaviour of processing elements with
respect to information resources as a set of assignments, constraints, and
rules. Each policy specifies the expected relationship/dependency be-
tween one or more entities within a domain. For example, a policy can
be used to specify the data allowed to flow into or out of a trustdomain,
the characteristics of the controls that should exist in a trust domain and
the kind of evidence that these controls should provide. To satisfy the re-
quirements for a trust domain, it must be made explicit how each policy
is enforced and how decisions following from the policies are made.

Controls are a set of mechanisms, processes or procedures that enforce the
policies within a trust domain. These controls could be accomplished
through social or technical means, e.g. penalties or trusted computing,
respectively. Controls monitor activities that occur within a trust domain
and produce evidence, described below, that can be used to determine the
properties of a trust domain or its constituents.

Roles are used to specify the level of participation in a trust domain. Each
role defines the types of activities that an entity assuming that role can
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Figure 3.3: Concepts and Relations in the Conceptual Model.

do as well as the types of behaviour that entities would be accountable
for. Roles are also a way of separating concerns in a trust domain and
isolating the activities that participants can perform.

Evidence is data that is produced by the controls within a trust domainto in-
dicate the kinds of activities that have occurred. These activities are
captured by monitoring the actions that are performed by or on behalf
of roles that exist within the domain. Examples of such evidence in-
clude provenance, i.e. records of how data came to be, audit logs, i.e.
logs of events that occur during the lifetime of a trust domain, integrity
measurement lists, i.e. a record of the binary hashes of software com-
ponents and data, and digital certificates, i.e. cryptographic identities of
components that perform certain actions.

The relationships between these concepts are illustrated in Figure 3.3: A Role
owns Assets that will exist within a trust domain and establishes a Policy that
constrains Actions. The act of defining a Role establishes one or more poli-
cies within the domain. However, any given policy can only beestablished by
one role. This means that if two roles establish identical policies, then both
policies are treated as unique entities, which can be linkedthrough the equiv-
alence property. Actions are performed by a given role or by some agent that
represents a particular role. These actions are monitored by Controls to ensure
that the policy is being upheld. These controls produce Evidence to indicate
that actions have been performed in accordance to the policies. Both Evidence
and Policy can be considered to be a form of data which can be manipulated in
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the same way as other data and may be subject to the same information-flow
restrictions.

3.4.2 Integrated Model

The fundamental concepts discussed above exist in more thanone of the in-
frastructure modelling methodologies discussed in Section 3.3.2. To build a
model for trust domains that makes use of these models, we need to under-
stand how the models can be integrated. In order to achieve this, we use the
fundamental concepts as integration points, so that each concept that exists in
more than one model is linked using equivalence. This allowsall the relations
that apply to a concept in a particular model to apply to an equivalent concept
in another model. As an example, Policy, which is defined in the fundamental
model, exists in the Trusted System Domain (TSD) model as well as in the pol-
icy model of the WS-architecture. This allows us to relate thepolicy concept
in the TSD model to the Permission concept in the WS policy model through
the equivalence property between the two concepts.

Using this approach, however, we are faced with the challenge of a possi-
bility of conflicts and inconsistencies. These must be resolved depending on
the requirements for the concrete system that was modelled.For example, in
the WS policy model, the policy is defined by a person or organisation while
the TSD model specifies that a policy is established by a Role.To address
this issue, we first identify a possible relationship between person or organisa-
tion and role. Using this relationship, we can then determine the appropriate
concept to be linked directly to the common concept, i.e. Policy. In this par-
ticular case we decided on Role because it is possible that other entities such
as autonomous systems might be able to set-up a policy.

In the following we describe the integrated model of a trust domain that
results from applying the above integration approach. The model is illustrated
in Figure 3.4: We define aDomainEntityas a first-class entity in a trust do-
main. It is defined as an entity that has amemberOfrelation to theDomainand
has exactly one of the following types:Person, Organisation, System, Process,
Resourceor Agent. Furthermore, each domain entity has aRole within the
domain. In this model we do not restrict the membership and the role relation-
ship, so that a domain entity may participate in more than onedomain at any
given time and may assume more than one role.

We define aPolicy as data whose scope is limited to a Domain. In other
words, a policy is only effective within the domain. It does not directly influ-
ence the behaviour or properties of entities outside the domain.
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Figure 3.4: Integrated Semantic Model for Trust Domains.
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Another important question relates to the definition of identical domains,
i.e. domains that enforce exactly the same kinds of policies. To answer this
question, we define a Policy to be singleton object but allow it to be cloned,
i.e. copies can be made for use in other domains. The cloned policy can be
linked to the original policy through the equivalence property. The policy is
consumed by thePolicyDecisionPoint, which createsPolicyDecisions. Policy
decisions exist in the form ofPermissionsor Obligationsand are enforced by
a type of control calledPolicyEnforcementPoint. The policy decisions can be
considered as a kind of evidence, which together with some policy meta-data
can be used to express and communicate how the policy has beenbroken down
into enforceable constraints.

An important aspect in trust domains is the ability to relatedecisions to the
policies that triggered these decisions. For example, whena constraint spec-
ifies that a certain action is permitted, trust domains must be able to demon-
strate how that constraint (i.e. to permit an action) was reached and the policies
which influenced this decision. For this reason we defineinfluencedas a re-
lation between the set of policies and the set of decisions which were used to
arrive at the decisions. For this to work we require a policy to be consumed by
aPolicyDecisionPointthat creates thePolicyDecision.

A Rolemay also ownAgents, which may act on their behalf, andAssets,
which are shared with other members of the domain. Assets have a type, i.e.
AssetTypewhich could either beResource, Data or Service. Furthermore, the
model specifies that individual assets and agents must be owned by exactly one
role.

Actionsare performed on Assets by domain entities and Controls within
the domain. However, before an action can be performed, certain constraints
determined by the policy must be satisfied. For this reason wespecify that
Policies constrain Actions. To enable checking that appropriate constraints are
satisfied before an action is performed, controls within thedomain monitor
actions.

Resourcesare an asset type which has state. A resource can be provisioned
or de-provisioned by controls within the trust domain. When aresource is
provisioned, it becomes available for use by agents and domain entities who
request for Assets (including Resources) in the domain. Thestate of the re-
source also plays an important role in determining the properties of a trust
domain.

We therefore allow state to be validated by aDomainManagementAgent.
This validation determines whether or not the behaviour or state of resources
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is in line with domain policies. A special type of control, referred to asDo-
mainAuditAgent, is responsible for generating audit events by monitoring the
activities in the domain. TheDomainAuditAgentforwardsAuditEventsto a
CentralAuditStorewhere they can be analysed as part of evidence to determine
the properties of a trust domain, and alerts theDomainManagementAgentwhen
certain critical events are observed.

We define messages as the main mechanisms for accessing services pro-
vided within the domain. Each message has aSenderand one or moreRe-
ceivers, both defined as agents and is delivered through some MessageTrans-
port mechanisms such as RPC or web services, which is constrained by aDe-
liveryPolicy. The model defines a service as a Resource which may be provided
by another Resource.

3.4.3 Formalisation of the Model

The model discussed above consists of a number of concepts and relationships.
We capture the concepts using OWL (Web Ontology Language) Classes, and
define relations as object properties. Policy, Asset and Role as Classes are
defined as main entities, and a number of properties relate these concepts. The
ownsAsset relation defines an 1 :M relationship between a role and an asset,
so that a given role can own multiple assets. We capture this as an OWL inverse
functional property so that for every object (i.e.policy) in this property, there
exists a single subject (i.e. role). We capture the established property in a
similar manner, so that one role can establish multiple policies but each policy
can only be established by a single role. Properties that specify a functional
relation are captured as OWL functional properties.

3.5 Using the Model

The model described in the previous section can be used for a number of pur-
poses. In this section, we describe some of the essential uses of the model.

Using the Model as a Vocabulary The model includes the essential con-
stituents of a trust domain. This makes it useful as a vocabulary for discussions
on the nature of trust domains. For example, in the collaborative system, a
number of components are included to ensure that policies specified by infras-
tructure owners are enforced by relevant job execution mechanisms. Figure 3.5
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Figure 3.5: Example usage of the model as a vocabulary for thecollaborative
system in [ANM13, KM12]

illustrates how a vocabulary can be created from the model. Both researchers
and OeRC can be defined as being domain entities.

In [KM12, ANM13], the Oxford e-Research Centre (OeRC) can bedefined
as an organisation that assumes the role of infrastructure owner. The infrastruc-
ture owner establishes an infrastructure policy to constrain how computation
and storage resources (an asset owned by the infrastructureowner) are used or
accessed. A researcher is a person who assumes the role of consumer and sets
up a data integrity policy. Using the model as a vocabulary has a lot of advan-
tages including enabling communication, providing a common understanding
among stakeholders, and inference of new knowledge.

Instantiating Trust Domains In any given situation there will be multiple
trust domains, each utilising different types of entities and enforcement and
monitoring mechanisms, but sharing certain properties dueto their nature. For
example, two trust domains that both use different types of firewalls, each con-
figured in a different way, will still share certain properties, such as enforce-
ment being based on traffic filtering, due to the way firewalls operate.

A trust domain model helps to capture those properties that may be shared
due to the nature of entities used to construct it. It provides a characterisation
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of the common entities and their properties and thus enablestrust domains of
varying properties to be instantiated from a common set of entities.

Comparing Trust Domains The use of a common set of entities to instanti-
ate trust domains provides an opportunity to determine the differences between
trust domains. For example, if two trust domains are constructed such that the
only difference between them is the type of domain entities (e.g. humans vs.
processes) allowed, then a comparison can be made by focusing on the prop-
erties of the domain entities.

Inferring New Knowledge One distinguishing characteristic of trust do-
mains is their ability to make explicit both the intentions of the domain owner
and the consequences of assuming certain configurations. For example, when
a target company in an M&A scenario (cf. Section 1) sets up a policy to con-
trol how its data (e.g. intellectual property) is used by thebank, a trust domain
makes explicit what part of data is affected by the policy as well as conse-
quences of applying this policy, such as how accessible the data becomes or
the impact on the performance. The model serves as an important tool for in-
ferring consequences of certain configurations and new knowledge about the
attributes of a trust domain resulting from these configurations.

The model developed here is based on a high-level understanding of a trust do-
main. As this understanding may change in response to new developments or
when applying the concept to specific scenarios, it is important that the model
be extensible. We achieve extensibility by building the model on existing Se-
mantic Web concepts that are designed to support extensibility and interoper-
ability. The model can be extended in various ways includingaddition of new
concepts, specialising existing concepts, specifying newinference rules and
linking existing concepts to related concepts in other application domains. In
the remainder of this section we discuss how each of these extensions can be
achieved.

Specialising Existing Concepts An existing concept could be found to be
too coarse-grained for a particular application domain. For example, the con-
cept of a Resource could be further broken down into specific types that are
useful for a given application domain. This is achieved by specifying the spe-
cialised concept as a subclass of an existing concept that isbeing specialised.
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The new specialised concept will inherit the properties of the superclass, which
may be overridden if necessary. New relations can also be defined to link the
new subclass to other concepts in the model.

Specifying Inference Rules Inference rules are a way of specifying how new
knowledge can be obtained from knowledge in the model or instances of the
model. Rules are specified as relationships (conjunction and disjunction) be-
tween one or more properties (antecedents) and one or more statements (con-
clusions) such that when all the antecedents are true, then the conclusions will
also be true. This may help, for instance, to identify inconsistencies between
policies.

Specifying New Concepts A concept is used to denote an identifiable class
of things. All the concepts in the model are defined as OWL classes. Therefore,
to add a new concept to the model, one defines a new OWL class giving it an
identity. Such an identity must be unique to avoid confusion. Once the concept
has been identified, it has to be linked to existing concepts.For example, a new
concept such as Contract could be defined to denote a set of legal contracts.
Such a concept could be considered a type of data and therefore must be linked
to the Data concept. Furthermore, it might be necessary to indicate that a
contract is different from a policy, i.e. a contract should be linked to the Policy
concept through the Disjoint property, which captures the idea that any given
instance cannot both be a policy and a contract.

* * *
In this chapter we have discussed how a semantic model for trust domains can
be defined. The model is based on existing modelling methodologies for de-
scribing systems in an ordered way and can be used to structure the thinking
about trust domains in particular scenarios as well as for guiding the imple-
mentation.

The concepts described here are based on the work presented in Deliv-
erable 3.1 of the Trust Domains project [MKBN12] and in [ANM13, AM14].
For a much more extensive discussion we refer the reader to these publications,
particularly Deliverable 3.1.
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Chapter Four

Components for Trust Domains

In this section we provide an overview of existing technologies that can be used
as components for Trust Domains. Our focus is on Cloud-basedtechnologies.
We identify technologies and components that can help implement the main
characteristics of trust domains in the cloud. These are:

1. Control of information-flow to help ensure that information flows to the
right entities.

2. Comparison of observed behaviour against expected behaviour, in or-
der to help determine whether the entities composing the trust domain
behaved and currently behave as required. This necessitates collecting
evidence demonstrating the nature of the behaviour that an entity had
and currently has.

3. Membership and access control to help ensure that only entities that par-
ticipate in the trust domain can access the resources sharedwithin it.

In our discussion we distinguish between mechanisms for monitoring and mech-
anisms for enforcement; additionally, we distinguish according to whether
these mechanisms apply to data or to processing components.Table 4.1 pro-
vides an overview of the approaches discussed in this chapter according to this
structure.

The chapter is organised as follows: We first discuss existing technologies
for enforcement and monitoring focussing on processing nodes and on data.
We then discuss monitoring of device behaviour using a specialised hypervisor.
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Processing Elements Data

Enforcement Data-Path Isolation Data-Storage Isolation
Sticky Policies

Monitoring Assurance based on Trusted
Computing, Hypervisor-ba-
sed Monitoring

Provenance-based
approaches

Table 4.1: Overview of Components for Trust Domains, structured by the ob-
jects that they apply to (Processing Elements or Data) and the type of mecha-
nism (Monitoring or Enforcement) that is applied.

4.1 Enforcement

Trust domains are designed to provide assurance that data exchanged between
collaborating parties flows to the right entities and does not leak. For that, a
trust domain’s data and information flows should be isolatedfrom other flows.
Similarly, when trust domains operate in the Cloud, their resources need to
be isolated from the resources created by customers who do not participate
in the trust domain, and their information-flows should be isolated from other
customers’ information-flows.

Multitenant Cloud infrastructures are designed to providean ‘end-to-end
logical separation between different tenants’ [JOP12], where a tenant is a cus-
tomer. Therefore, they rely on techniques that could help provide the type of
isolation required for a trust domain to operate properly. In this section we
study how mechanisms for isolating tenants in multitenant Cloud infrastruc-
tures could be leveraged to build Cloud-based trust domains. We focus on
virtualisation, as this technology provides the logical separation of resources
that are physically collocated. At the application level, virtualisation allows
tenants to run their applications on the same physical host but in the same way
as if the applications were run on different hosts. To this end, applications run
in virtual machines (VMs) which provide them with isolated OS environments.
However, as VMs located on the same physical host can have their data sent on
the same LAN [HLMS10], the level of isolation provided by VMsis not suffi-
cient for isolating tenants’ data traffic. Besides this, applications may need to
access data which, if not isolated, might be accessed by a different tenant than
the one to which the data is associated. In this section we survey some of the
technologies and techniques used to provide path isolationand data isolation.
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Data-Path Isolation Path isolation can be provided by creating virtual net-
works between VMs and devices. Here, we summarise approaches to create
virtual networks that were proposed by VMWare [VMW] and Oracle [Ora12,
Ora, Ora10].

In a VMWare infrastructure,VSwitches(virtual switches) provide a virtual
network infrastructure. VSwitches located on the same physical host do not
share physical Ethernet adapters and cannot be interconnected. This enables
a strong level of isolation between information flows by specifying that only
VMs associated with a given trust domain should be connectedto the same
VSwitch. Port groupscapture all the settings (Virtual switch name, VLAN IDs
and policies for tagging and filtering, teaming policy, Layer-2 security options,
traffic shaping parameters) to provide ‘persistent and consistent network access
for virtual network adapters’ [VMW]. If the VSwitches to be used by the VMs
associated to a given trust domain are assigned the same portgroup(s), then it
could help ensure that trust domains are always assigned thesame network ac-
cess independently of the physical host on which they run. A virtual port group
on a virtual switch ensures that frames do not leak to a different VLAN. This
can help ensure that trust domain data does not leak. InVMware ESX servers,
virtual ports on VSwitches ‘know authoritatively what the configured receive
filters are for virtual Ethernet adapters attached to them’ [VMW]. They also
‘authoritatively know the “hard” configuration of the virtual Ethernet adapters
attached to them’ [VMW]. This may help define policies based onthe ‘hard’
configuration of the virtual Ethernet.

In Oracle servers, virtual machines are referred to asdomains. Each do-
main can be assigned a role which constrains the access rights granted to the
domain. This can help control and monitor the manner in whichVMs access
physical resources.Logical Domain Channels (LDCs)are full-duplex point-
to-point communication links providing a data path betweenguest domains
and virtual devices [Ora10]. The hypervisor creates one LDCfor each link.
This technology can help build isolated communication links between VMs
and therefore help prevent information from leaking.

Data Isolation To prevent data from being accessed by unauthorised ten-
ants, security mechanisms controlling data access are usedand, in multitenant
Clouds, additional data isolation techniques are implemented. In this section
we focus on three data-isolation techniques that can be usedto isolate the data
of a trust domain. This discussion is based on [CCW06].

79



4. COMPONENTS FORTRUST DOMAINS

Separated databases A first data separation approach consists in storing ten-
ants’ data in separated databases. Then, metadata can help associate
each tenant to the database where the respective data is stored. This ap-
proach simplifies the management of tenants’ data as the modification
of a tenant’s data model or the restoration of a tenant’s datafollowing
a failure does not have any impact on other tenants’ data. However, as
the number of databases that can be hosted on a server is limited, this
approach has high hardware costs.
Applied to trust domains, this approach makes it possible toisolate
data associated with a trust domain from data associated with other cus-
tomers. Within the same trust domain, it also makes it possible to isolate
data associated with different participants by assigning them their own
database tables.

Separated schemas Another approach to provide data separation consists in
storing tenants’ data in the same database and in associating each tenant
with its own database schema. Each schema regroups the corresponding
tenant’s tables where his data are stored.
This approach has lower hardware cost than the one describedprevi-
ously and also makes it possible to extend a tenant’s data model without
impacting other tenants’ data. However, restoration of a single tenant’s
data after failure can have an impact on other tenants’ data,as a roll-back
often affects the whole database. Therefore, this approachis only con-
sidered to be suitable for cases where tenants need a small number of ta-
bles, i.e., less than 100 tables. Finally, compared to the isolated-database
approach, this approach may require more complex mechanisms to be
used in order to secure tenants’ data. Within the same trust domain, this
approach may also allow participants’ data to be isolated indifferent ta-
bles provided that the number of participants is low. Otherwise, isolation
of participant’s data may need to be managed at the record level. Each
participant could be assigned a unique identifier to be associated to all
his records.

Shared schemas A third approach to provide data isolation consists in storing
all tenants’ data in the same database and in the same tables.Each tenant
record can then be identified with a tenant-specific identifier.
This approach has the lowest hardware cost. However, if there is a large
number of rows in the tables and a large number of tables, restoration
after failure can have a bad effect on performance for all tenants having
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their data stored in the database. Besides this, the approach may require
more effort when security mechanisms are put into place to protect data
access.

The isolation offered by separated databases is very strong, because there is no
database-level path between the different applications/domains. In this case,
the isolation is only likely to be compromised by a poorly-implemented higher-
level service. Separated schemas also offer strong isolation, if the higher-level
services are suitably constructed, but are subject to compromise through the
database management system. In particular, backups and other tools for man-
aging dependability will typically have access to all of thetenants’ data. A
shared schema requires the greatest care during implementation and the great-
est reliance on fine-grained access controls, and so the isolation must be con-
sidered inherently fragile.

4.1.1 Sticky Policies

The ‘sticky policy’ paradigm was introduced by Karjoth et al. [KSW03] in or-
der to ensure that end-users’ preferences on how their data is to be accesed
can be enforced wherever the data flows. A sticky policy is a data structure
in which primary data is associated with a policy (typicallyan access-control
policy) so that the two are transmitted and stored together and the latter can
be applied to the former regardless of the processing platform (or even if the
data migrates to another enterprise [KSW03]). Applied to trust domains, sticky
policies can permit policies, specifying how data should beaccessed by par-
ticipants, to be continuously enforced. This is needed whendata accessed in
a trust domain is used outside the domain, in participants’ organisations for
instance. They could also help enforce that when participants participate in
multiple trust domains, data that is accessed in different trust domains remains
isolated on the participants’ computing platform.

When introducing the sticky-policy paradigm, Karjoth et al.highlighted
that for sticky policies to be enforced policies should always be associated
with the data they apply to. Kounga and Chen [KC12] highlighted that two
additional requirements should be fulfilled: (1) Data should only be accessed
under the conditions specified by the associated policies, and (2) on a com-
puting platform, data should only be accessed by applications that are able
to enforce the policy. These additional requirements implythat computing
platforms which received data should be continuously monitored to evaluate
whether the conditions in which data is accessed fulfil the associated policies.
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Many approaches have been proposed to enforce sticky policies, Karjoth
et al.’s approach does not enforce that data is accessed onlyas specified by the
policies, instead, it is a ‘best effort’ approach. To avoid this, Tang [Tan08]
and Casassa Mont et al. [CPB03] propose to use cryptographictechniques
in order to bind policies to the data they apply to. These approaches allow
data to be securely sent to a computer platform which fulfils specific require-
ments. However, they do not ensure that access on the destination platform is
effectively constrained by the policy. In order to solve this limitation, Kounga
and Chen [KC12] propose an approach which relies on the Trusted Platform
Module (TPM) and virtual machine technologies to provide anend-to-end en-
forcement of sticky policies. The latter makes it possible to run applications in
isolation and to provide access to data only to those applications that satisfy the
associated policy. In order to achieve this, applications are continuously moni-
tored and are authorised to access data if they are in a valid integrity state and if
they have a conformance certificate demonstrating their capability to use data
as specified by policies. Before Kounga and Chen, Sandhu and Zang [SZ05]
also proposed a similar approach. The main difference between both is that
Kounga and Chen’s approach also relies on the application’scapabilities in
order to determine whether access to data can be granted.

4.2 Monitoring

A trust domain is composed of entities that ‘have an expectation of and ex-
hibit shared and predictable behaviour to protect the resources’. This defini-
tion highlights the need to evaluate the behaviour of the entities composing (or
which are expected to compose) a trust domain in order to identify whether
they exhibit the expected behaviour. This further highlights that:

1. Each entity participating in a trust domain should generate evidence that
can be verified by other entities

2. Each entity participating in a trust domain should generate evidence that
characterises its capability to protect resources

3. Each entity participating in a trust domain should generate evidence that
can be compared to expected characteristics to evaluate thecapability of
an entity to behave as expected

4. Mechanisms should be in place to collect the evidence needed to eval-
uate whether an entity behaved as expected in the past and is currently
behaving as expected in order to protect the trust domain’s resources
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5. Mechanisms to ensure that only entities exhibiting the expected behaviour
can access the trust domain’s data must be put into place.

Evidence generated in trust domains should be non-repudiable, that is, entities
should not be able to deny having sent some evidence. In orderto achieve
this, each entity participating in a trust domain should have a public/private
key pair, and mechanisms for managing keys should be put intoplace. Trusted
Computing may help with this task; furthermore, Trusted Computing may also
generate evidence itself.

Trusted Computing To provide the assurance that the evidence generated
by an entity properly describes its behaviour, it is important to verify that
this entity has not been tampered with. Trusted-Computing technologies pro-
vide the means to achieve this. Trusted computing is a paradigm developed
by the Trusted Computing Group (TCG) ‘to enforce trustworthy behaviour of
computing platforms by identifying a complete chain of trust’ [LM10]. This
is achieved using Trusted Computing technology centred around the Trusted
Platform Module (TPM). TPMs are tamper-resistant computerchips capable
of securely storing cryptographic material (encryption keys, certificates and
passwords), generating cryptographic keys, digital signatures, cryptographic
hashes and performing encryption. TPMs also provide three roots of trust: the
Root of Trust for Measurement (RTM), the Root of Trust for Storage (RTS)
and the Root of Trust for Reporting (RTR). The RTS is a trustedimplementa-
tion of a shielded location for storage of integrity measurements (in the form
of cryptographic hashes over data) and cryptographic keys [Mar08, Tru07],
whereas the RTR is a trusted implementation of a shielded location for reliably
reporting the information held by the RTS [Mar08, Tru07]. The RTM is the
computing engine trusted to make reliable integrity measurements [Tru07]. It
is also the root of the chain of transitive trust, where transitive trust designates
the process of extending trust to a second group of functionsif the description
of that second group by a trusted group of functionality is valid. The authen-
ticated boot process relies on this principle to allow a program to evaluate its
integrity as well as the integrity of the components it relies on [Mar08]. In or-
der to do this, all pieces of code that are executed on a platform from start-up
are measured by hashing their code.

Provenance Provenance can be described as ‘information that helps deter-
mine the derivation history of a data product, starting fromits original sour-
ces’ [SPG05]. Therefore, provenance can help audit the processing of data in
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a trust domain. In [APM08] Aldeco-Perez and Moreau propose aprovenance-
based architecture for auditing as well as a provenance-based application for
auditing the processing of private data. They highlight that to establish such
provenance, additional information describing what occurred at execution time
should be collected by applications. They propose a methodology for creating
provenance-aware applications [APM08]. Lyle and Martin [LM10] demon-
strate how trusted computing technologies can be used to provide trusted prove-
nance. In a trust domain, trusted provenance might be neededto demon-
strate that provenance data was generated by trusted entities. Namiluko and
Martin [NM12] also use trusted computing technologies. They propose a
‘provenance-based model for reasoning about a system’s ability to satisfy trust
properties of interest’. This work could help the definitionof models for trust
domains. Moitra et al. [MBCD09] consider information assurance and spec-
ify a framework allowing ‘wrappers,’ containing provenance information, to
be added to messages, e.g. a message identifier, a timestamp,or the hash of
the message and the algorithm used to generate the hash. In a trust domain,
Moitra et al.’s approach might help generate evidence demonstrating the man-
ner in which messages where exchanged between participants.

4.3 Hypervisor-based Monitoring

Throughout the discussion in this chapter we have repeatedly observed that
trust domains require mechanisms to monitor the behaviour of components.
Monitoring can be implemented in various ways, depending onthe usage sce-
nario, but should generally work with as little influence from the system as
possible. If an operating system (OS) goes wrong during its lifetime or be-
comes tampered, such that security properties are not met, it may no longer be
considered trusted, and neither would any monitoring that relies on the OS.

Suspicion is usually aroused when we see something that we donot con-
sider to be normal or expected. Computer systems typically do not spend time
to reflect on whether what they are doing is expected by the user. The field
of anomaly detection has concentrated on being able to spot inconsistencies
within systems and networks that do not match ‘normal’ behaviour. However,
many approaches have been riddled with a large probability of false positives.
A small set of anomalies and outliers may be insignificant, but correlated with
other types of anomalies can provide a more informative viewof system be-
haviour. In the past there has been work in ‘symptoms of malicious behaviour’
which represent indicators of unusual behaviour [HBA+12]. More observable
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signals could provide more confidence in establishing that aparticular event
has occurred, but more importantly it must help tell whetherthe system is still
safe to use.

The focus here is on a subset of system integrity where selectproperties
of the system can be observed and measured repeatedly duringthe lifetime of
the system. If a client machine on a network is not operating as expected, this
may not necessarily be a big indicator of compromise. Nevertheless from an
administrative point of view someone would want to know about this type of
behaviour as soon as possible when it occurs. This notion caneven be extended
to the users of a trust domain, by providing a service that monitors the status
of each client machine and thus both informs the users and complements the
security of the underlying architecture.

We consider two kinds of changes during runtime: Some changes bere-
versibleto regain trust. If a hash of a particular application’s executable code
changes, this indicates that the program has been altered, and the level of trust
should drop until the code is restored to its original state.A further example
could be a process that must always be running in order to keepthe trust level
high. In contrast, anirreversiblechange could be tied to particular system-level
components where integrity is critical and of the upmost importance, such as
kernel modules or drivers. Once these have changed, the trust level can never
go back up unless system is restored to a well-known ‘good’ state. Reversible
and irreversible changes can be driven by policy per component.

In this section we outline a specialised hypervisor that provides secure in-
trospection and monitoring of virtual machines. Hypervisor technology is es-
pecially suitable for the following usage scenario: For some sensitive data the
only acceptable way of sharing may be through a virtual ‘clean room’, i.e. a
locked-down virtual machine that only allows access to specific programs and
services. This virtual machine can be distributed to the user along with the
monitoring component implemented as part of a hypervisor, and the monitor-
ing component can then be used to detect compromises to the virtual machine
and to report whether the correct virtual machine has been started.

The main practical properties of such a component should include:
· A small Trusted Computing Base (TCB) to minimise the number of se-

curity vulnerabilities and for better verifiability

· Strict isolation between monitored OS and security software

· Reliable network communication for reporting level of trust
In order to provide monitoring, we need a secure base to buildupon and use
it to be able to detect system behaviour without compromising the isolation
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Figure 4.1: Endpoint hypervisor architectures.

between the operating system and the TCB. To work with existing Virtual Ma-
chine Manager (VMM) software, we design a new component which operates
alongside hypervisors to perform monitoring of system behaviour on a plat-
form, whilst keeping a small TCB that can be verified. The hypervisor uses
different ways to passively monitor a guest OS using VirtualMachine Intro-
spection techniques, described later. Keeping the hypervisor small has been
seen as an effective approach to improving reliability of the hypervisor and the
TCB (Trusted Computing Base) [MMH08].

4.3.1 Foundations for Secure Monitoring

Mainstream processors include extensions to increase throughput and perfor-
mance of virtualised platforms. These extensions help in the scenario when
the OS requires executing a privileged operation or access to a sensitive area
of memory, which causes an event trigger. Execution is then switched momen-
tarily to the hypervisor to handle the request.

Some processors include a pre-emption mode built into the processor, which
after setup by the hypervisor, allows for switching betweenan untrusted exe-
cution environment and the secure execution mode based on the amount of
time spent executing the guest OS. This feature can be used toswitch to hy-
pervisor mode periodically so that the monitoring softwarecan run without the
possibility of being disabled. This allows for the guest OS to run with full
resources and keeps the monitoring running reliably through regular instantia-
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tion without requiring a whole separate virtual CPU core. The trade-off could
potentially be explored in future work to see if pre-emptionin the processor
fully satisfies isolation requirements.

Several monitoring drivers have been implemented, which allow for moni-
toring of raw control I/O and data I/O channels of devices, such as a disk drive
and network card (see Figure 4.3). Since the information of these channels is
raw, the monitoring drivers are small and do not contain highlevel logic or
analysis which would affect performance of the monitored system. Further-
more, this could be used on devices that are not fully virtualised, and could
yield better overall throughput than a fully virtualised device model. One of
the open research questions is to reduce the large semantic gap between the
raw data and high-level behaviour. Another goal is to not impact performance
of the guest OS running on the machine. Monitoring is easily prone to be ex-
tremely CPU and disk intensive, so performance is critical in order to not affect
the experience in the guest OS. We have built an experimentalhypervisor upon
which the results of this work are based.

4.3.2 Introspection and I/O monitoring

Introspection is a mechanism used by a trusted component on aplatform to
monitor at runtime another system running on the same platform, enabling the
trusted component to safely and reliably extract dynamic properties of that run-
ning system. The memory spaces and execution contexts of these components
are isolated and enforced by the hypervisor, which use to perform runtime in-
tegrity checking whilst protecting the trusted component.

We want to perform monitoring of activity within a guest VM. Using in-
trospection we can achieve this goal due to having no dependency on the ob-
served system and due to being outside the attack range of a malicious user.
The definition of introspection is based loosely on the ability to reflect on one-
self. In this case, the machine is looking at itself. The system boundary of
the machine covers several sub-components, one of which is looking at the
others looking for problems. The term originated with work by Garfinkel and
Rosenblum, who created the first host-based IDS (intrusion detection system)
based on Virtual Machine introspection [GR03]. This was thefirst platform
that was able to observe the running state of a guest OS from outside its VM.
Here, we leverage this technology to enhance reflection of trust in trust domain
platforms.

Runtime introspection generally covers complete read access to memory
and the contents of processor registers. Network and disk traffic in certain
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cases can also be monitored. Since the field of introspectioncan cover a wide
range of devices and use cases, we focus on the design of two subcomponents
of our hypervisor implementation. These components perform memory analy-
sis and monitoring of disk activity.

Memory Analysis. We introduce a Memory Introspection Security Service
as a sub-component to perform secure logging and measurement of OS state.
Mainstream operating systems keep symbol tables to help driver and kernel
developers debug the system. Each symbol corresponds to a kernel virtual
address in memory.

When initialised, the introspection service waits for a short period of time
as the OS boots in order for the kernel to load all the symbols into memory.
This is the entry point into the OS context. The introspection service then scans
for the symbol table in memory. It is worth noting that some specific operating
systems may leave a pointer to the symbol table in a CPU register during boot.
Upon finding the symbol table, the introspection service needs the ability to
translate virtual addresses to physical addresses in memory. This is because
the introspection service is not running in the OS it is monitoring, and thus it
must translate every virtual address from the point of view of the OS, which
can be either a kernel virtual address or a specific userspacevirtual address.
On x86 systems, the guest CR3 register holds a physical address pointer to the
root of the OS page tables. Upon finding a virtual address, theintrospection
service traverses the page table to find the corresponding physical address.
If a physical address is not present in the table, then the virtual address is
either invalid, or the OS has paged out the memory. A modern day OS include
separate address spaces between processes and thus the monitor must be able
to translate according to the context.

The symbol table contains pointers to internal data structures of the running
OS, such as the table of currently running processes and the list of loaded
kernel modules. When traversing internal system data structures in a complex
system, the introspector is given a subset of the context required to get to its
destination. In ‘black box’ systems where there is little semantic information
about the OS available, this indeed represents a challenge for monitoring as
there exists a semantic gap.

It should be noted that traversing data structures in memoryis a slow pro-
cess. For every virtual address pointer, a full page-table lookup is required.
This can be overcome by caching the address space before monitoring of the
platform begins. However, this increase in performance does mean that some
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parts of the cached table may be invalidated during the lifetime of the system
as the load on paging continues.

Disk-activity monitoring Although memory contains what is currently loaded
and executed, it is still a single data source with an incomplete picture of the
system. We thus augment this by a subcomponent of the hypervisor for mea-
suring access times to the primary hard disk. Furthermore, we explore if it is
possible to distinguish raw disk activity to see if it possible to measure whether
there are expected variances in behaviour that can be checked, with the remote
possibility to identify some runtime behaviour propertiesby eliminating sys-
tem noise. We define expected runtime as execution trajectories.

Some hypervisors include filesystem drivers that contain functionality to
mount and interact with common file-systems. In our model allfilesystem
logic is kept to the driver that lies in the guest OS. However,since the hyper-
visor logs access to the disk resource, it is able to monitor control and data
channels to the disk. In particular, features like the inter-arrival times, the size,
and the address patterns of disk accesses can be monitored and analysed.

4.3.3 Example Applications

Trust characteristics of a system can be very subjective andwill vary according
to different organisational perspectives and platforms. The following working
examples illustrate different scenarios:

Example 1: Process Launch In order to detect process launches, the process
table is continuously polled by the integrity monitor from boot-time onwards.
If an application is launched that has not previously been seen before, then this
will be logged and the reflection of trust would be updated based on policy.
A policy might state no programs other than pre-installed programs should be
started, or that no two specific applications be run at the same time. There is
no enforcement to stop the user from executing an unknown program, but the
hypervisor is aware as and when it does occur. In the event that this happens,
a log is made and sent to update the reflection of trust tied to that client.

Example 2: Integrity of Executable Code The hypervisor can produce
hashes of the code segments of the operating system, drivers, and applica-
tion programs, and compare these to hashes of known good copies. Thus, if a
section of memory is tampered with or altered by a malicious user to bypass
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security measures, this can be detected by the underlying hypervisor. If the
user of the OS decides to unload a kernel module or uninstall adevice driver,
then the hypervisor would be aware of this event and update the level of trust.

Virtual platforms that run in userspace, such as parts of theJava Virtual
Machine, could be checked for code integrity. An open research question this
poses is how to extract additional context about a userspaceprogram, such
that the context can be captured and placed inside a monitor independent of
the noise of the operating system, with methods such as tracing and memory
analysis.

The same technique can also be used to detect an attack known as ‘process
hollowing’, where a malicious program overwrites the virtual-memory con-
tents of an existing legitimate process in order to evade detection by security
software ([LAHR11], pp. 496–499).

Example 3: Unexpected disk activity If additional patterns are detected
other than the usual boot trajectory, then this may indicatethat a modification
to the system has been made to execute additional services orapplications on
startup. This could lower the level of trust and more monitoring may be needed
in the form of memory analysis, for example.

* * *
In this chapter we have identified technologies that can support trust domains
by enabling monitoring and enforcement on both processing elements and on
data. We have provided a survey of existing solutions and described our hy-
pervisor for enabling secure monitoring of client devices.

This chapter is based on and uses material from the Trust Domains De-
liverables D4.1b [KM12] and D4.2 [Sha12]. Note that the survey of existing
technology given in Deliverable D4.1b has been shortened considerably for the
presentation here. For the full survey we refer the reader tothe original source.
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Chapter Five

Modelling for Trust Domains

In practice, a trust domain comprises a complex network of interactions be-
tween organisations and individuals, which are governed and supported by
social norms, expectations, and technical infrastructure. Modelling is used to
explore this situation, helping to understand the implications of particular deci-
sions, and thus ensuring that important properties hold. Modelling can support
trust, as it can give guarantees on some properties, and it can support designers
and users in making optimal decisions, both when the system is designed and
when the system is in use. As illustrated in Table 5.1, we broadly distinguish
modelling approaches based on the nature of their outcomes and on the point
at which they are applied in the system lifecycle:

Modelling for verification: The goal of modelling for verification is to verify
that something can or cannot happen, i.e. if the rules that govern the
system’s behaviour allow certain outcomes to occur. For instance, mod-
elling for verification could prove that an attacker cannot gain access to
some information. A system, or components of a system, for which such
a proof has been obtained can then be trusted.

Modelling for evaluation: The goal of modelling for evaluation is to obtain in-
sights into quantitative properties of the system under theassumption of
stochastic behaviour. Quantitative properties of interest could be leak-
age rates of information or the time it takes to perform certain opera-
tions. Modelling for evaluation thus helps us to understandthe impact
of decisions on operational properties. This insight is helpful in optimis-
ing parameters when there are tradeoffs between e.g. performance and
security.
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Verification Evaluation

Design-time PoliVer, StatVerif Gnosis++
Automated Model-Generation

Tool (AMG)

Run-time — Online Model-Generation
Tool (OMG)

Table 5.1: Modelling tools for trust domains, structured bythe aim of mod-
elling (Verification or Evaluation) and the time of application (Design-time or
Run-time).

We also distinguish according to the point in time at which modelling is ap-
plied:

Design-time modelling: Modelling at design-time is performed in order to op-
timise the design of the system before the system goes on-line. Mod-
elling decisions to be made here include the type and number of tech-
nical components, policy settings, and operational parameters of com-
ponents. Typically, design-time modelling is not time-critical, and thus
approaches that have a high overhead in terms of constructing the model
or in obtaining results from the model can be applied.

Run-time modelling: Modelling at run-time helps to support decisions during
the operational phase of the system by assessing and illustrating the im-
pact of user decisions on properties such as security or performance.
Run-time modelling is particularly important in the complex settings
typical for most trust domains, where decisions may have far-reaching
unintended results. As run-time modelling is applied to support the user
in operational decisions, it must be possible to return results fast.

In this chapter we discuss the various modelling methods that have been devel-
oped in the Trust Domains project. These modelling methods differ from the
semantic model discussed in Chapter 3 in that their purpose is not communi-
cation about the trust domain, but rather the derivation of properties of the do-
main. We start by discussing verification methods and then discuss approaches
for evaluation. We conclude the chapter by addressing the mathematical foun-
dations underlying these modelling approaches.
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5.1 Modelling for Verification

In modelling for verification the goal is to establish the possibility or impos-
sibility of performing certain actions or achieving certain goals in a given set-
ting. This allows us to verify if a security protocol fulfils its requirements,
i.e. is robust against specific attacks, or if the policies defined for a system
prevent users of that system from performing undesirable actions. Modelling
for verification thus helps with the task of determining if a complex system of
rules, such as a system policy or a secure communication protocol, accurately
reflects the intentions of its designer.

In modelling for verification the system is described in terms of states and
actions of agents that change the states. The modeller then queries the model
if, starting from a given state or set of states, another specified state or set of
states can be reached. Typically the tool will report not only whether the target
state can be reached, but also return a sequence of actions that lead to the
target state. This sequence helps to identify potential attack paths and points
to disrupt them, in order to prevent the attack from succeeding.

In the Trust Domains project two modelling tools support specific needs
of the project by verification methods: The PoliVer tool [KR11] provides pol-
icy verification, while the StatVerif tool [ARR11, Sta] enables verification of
security protocols. We describe these tools in the following sections.

5.1.1 Policy Verification using PoliVer

Policies support trust domains by formalising permitted and prohibited actions
of agents in a system and enabling the automated enforcementof these permis-
sions. In this way, trust can be placed in a system, if it is known that the system
does not permit actions that would break the trust. The design of policies for
any system of realistic size is tremendously complex, as thedesigner has to
ensure that the policies capture all cases and forbid all unintended actions. The
PoliVer tool helps the designer in this task by automated checking if a system
of policies fulfils its requirements. In the following we give a brief summary
of the approach, intended to provide an understanding of thebasic concepts.
For full detail we refer the reader to [KR11].

With PoliVer, the designer first specifies the states of the system and the
actions that can be performed by agents in that system to change the state.
Then, the designer specifies the policies which restrict theset of actions that
can be performed in each state.
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The systemstatesare specified by variables, and by predicates and logi-
cal formulae defined on the set of variables. Predicates defined on variables
are referred to as atomic formulae, and logical combinations of atomic for-
mulae (which may include existential and universal quantifiers) are referred to
as logical formulae. Formulae may evaluate totrue or false. Agents are
represented by variables.

The system state can be modified byaction rules. An action ruleα, speci-
fied by

α(~v) : E← L, where~v= (v1, . . . ,vn),

describes an action that can be performed by the agentv1 if the logical formula
L evaluates totrue. The effect of the action is given byE; in particular,E may
contain the effects+w(~v) and−w(~v), which specify that the value ofw(~v) will
be set totrue or false, respectively.

Furthermore,read-permission rulescan be given. These specify under
which conditions an agent can read the value of an atomic formula. Read-
permission rules have the form

ρ(u,~v) : w(~v)← L,

whereu refers to the agent that performs the read,w(~v) is the atomic formula
to be read, andL is a logical formula that describes the condition under which
w(~v) is allowed to be read by agentu.

Access control policiesare then described by sets of action rules and read-
permission rules on given predicates.

After describing the system and the access-control policies, the designer
formulates a query to the PoliVer system. The query takes theform

{Ws}→G,

where{Ws} is an initial state andG is a target state. Intuitively, the semantics of
the query are: ‘Starting from the given initial state, does the access-control pol-
icy permit a sequence of actions through which the target state can be reached?’
In general, the target state is an undesirable state, such asan agent being able
to access data that should not be accessible to them. Given this query, the Po-
liVer tool applies a search backwards from the target state,establishing sets of
predecessor states until either no further states can be discovered or the initial
states are found. If the latter is the case, then the policy allows a sequence of
actions that leads to the undesirable state; i.e. the policyis not effective. The
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tool also returns the sequence of actions, which provides anexample of the
path an attacker would take. This example can guide the designer in deciding
how to amend the policy in order to make it more effective.

5.1.2 Verification of Stateful Protocols using StatVerif

StatVerif [ARR11, Sta] is a tool for the evaluation of protocols in systems
with global state. StatVerif extends the ProVerif tool [BAF08, Pro] such that it
supports global state.

In the basic ProVerif language, the protocol designer describes the proto-
col usingprocessesthat exchange messages. Messages are modelled byterms,
i.e. names and variables. Processes can create values and send and wait for
messages. Furthermore, processes can run in parallel, can depend on condi-
tionals (defined on messages) and can be replicated such thatmultiple copies
of a process can be running at the same time.

ProVerif supports primitives for security protocol evaluation. In particular,
cryptographic operations are modelled by reductions. For instance,

senc(x,y)→ c

denotes that the encryption of the plaintextx using the keyy results in the
ciphertextc, while

sdec(c,y)→ x

describes the decryption of the ciphertextc using keyy. Encryption is an
example of aconstructor, whereas decryption is adestructor.

StatVerif extends this basic formalism by the notion of acell, which repre-
sents global state. A cellswith initial valueM is denoted by

[s 7→M] .

Cell values can be read, evaluated in conditionals, and assigned to. Further-
more, access to cells can be locked such that the process thathas locked access
has exclusive access to the global state cells until the cells are unlocked.

The model (described in terms of processes) is then translated to Horn
clauses, i.e. clauses of the form

H1,H2, . . . ,Hn→C,
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whereH1, . . . ,Hn arehypothesesandC is aconclusion. These clauses describe
what can happen (the conclusion), given the hypotheses. In StatVerif, the user
specifies hypotheses and conclusions with the predicatesattacker(M̃,N) and
message(M̃,N,K). The predicateattacker(M̃,N) means that the process
can reach a state where the state variables ˜shave the values̃M and the attacker
knows the valueN. Similarly, message(M̃,N,K) implies that there exists a
reachable state where the variables ˜s have the valuesM̃ and the valueK is
available on channelN.

In order to verify system properties, the user queries the StatVerif tool for
the existence of a certain property. The tool will then create the appropriate
clauses from the process and check if they admit this property. For instance,
the user may ask whether there is a way for an attacker to gain access to a
certain piece of data, if a specific security protocol is followed, and StatVerif
will respond withtrue or false, depending on whether this state exists.

5.2 Modelling for Evaluation

In modelling for evaluation we assume stochastic behaviourof the entities in-
volved in a system. This allows us to capture situations where entities can make
choices; in particular, it enables us to model the case wherehuman agents may
choose between different ways of performing an action, eachof which may
have different impact on security, and thus on the trust thatcan be placed in
that agent. Furthermore, based on the assumption of stochastic behaviour, we
can represent mistakes made by human agents, and failures oftechnical com-
ponents. We then obtain values for quantitative propertiesof the system, such
as the time until a security incident occurs, a measure of thetrustworthiness
level, or the time that an action will require when security measures are ap-
plied. These values help to make informed decisions with respect to parame-
ters that affect tradeoffs in system design and system operation.

In modelling for evaluation we can use different levels of detail. Models
with a high degree of abstraction represent the system and its properties using
mathematical equations and stochastics. They produce general results and can
often be evaluated with little computational effort. On theother hand, such
models omit many details, capturing them in stochastic behaviour instead, and
may therefore misrepresent crucial aspects of the system. Furthermore, they
may require considerable effort in abstraction and translation on the part of the
user in order to choose appropriate parameters and in order to apply the insights
gained from the model in practice. Models with a low degree ofabstraction
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represent the system and its properties using abstractionsof the processes and
resources in the system. With these concepts, a much higher level of detail
is achieved, as the behaviour of entities can be modelled using a notation that
is similar to a programming language. This allows the modeller to capture
important properties, and also makes it easier to parameterise the model, as
parameters can be reflected directly, without the need for abstraction. On the
other hand, the results from the models are specific to the modelled situation,
and evaluation of these models typically requires simulation, which is compu-
tationally expensive.

High-level and low-level modelling complement each other,and the appli-
cation of approaches from both abstraction levels can help in different aspects
of the evaluation of trust domains. In the Trust Domains project we have de-
veloped three modelling approaches to support decision-makers both at design-
time and at run-time: Modelling with Gnosis++ enables low-level modelling
using an extension of the Gnosis [Cor] modelling formalism to explicitly sup-
port information flows. The Automated Model-Generation Tool (AMG Tool)
and the Online Model-Generation Tool (OMG Tool) are based onstochastic
modelling of information flows.

5.2.1 Gnosis++

Gnosis++ is an extension of the Gnosis modelling tool [Cor].Gnosis++ is
built as a library on top of the Ruby scripting language. Gnosis++ models
are implemented in Ruby, which simplifies the modelling process. Gnosis++
enables low-level, high-detail modelling of system behaviour and thus helps
the system designer in assessing the impact of a wide range ofchanges on the
security and trustworthiness of a trust domain. The underlying formalism is
based on the following primitives:

Processes describe arbitrary behaviour and are used to model the behaviour of
human agents and system components. Processes operate on resources
and information, and can modify these. Processing times aremodelled
as delays, whose lengths can be described by probability distributions.

Processes are represented as objects with their own local state. Each
instance of a process is thus independent of other instancesof the pro-
cess. Furthermore, process behaviour can be inherited, which allows the
modelling of similar, but not identical agents.
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Resources model physical resources such as hardware tokens, devices,or the
position of an agent. Resources can be moved between locations (if
enabled by the location graph), but can neither be created nor deleted.

Information is similar to resources in that it can be moved between locations.
However, information can also be created, deleted, and copied. There-
fore, the information primitive can be used to model information flows.

Locations and Links describe where resources and information can reside,
and the possible flows of both between locations. Locations and links
define the location graph, which describes the permitted flows, for in-
stance in modelling containment and isolation mechanisms.

Given these primitives, a system is modelled by describing the actions of
agents in the system using processes operating on resourcesand information,
whose flow is constrained by the location graph. Times required for process-
ing etc. are modelled by delays in the process. In general, the model is built
only to a certain level of detail. Behaviour that is not captured by this detail is
abstracted away from using stochastic models, such as in delays or in random
choices between different actions.

The system is then simulated for a specified length of time. Throughout
this time the number of copies of information items and resources in specific
locations as well as the number of specific events is counted,and from these
statistics measures on the spread of data throughout and beyond the boundaries
of the system can be computed.

Example of a Gnosis++ model Gnosis++ has been designed to make it easy
to model information flow scenarios and run simulations to compare different
architectural and behavioural constraints, albeit at an abstract level. Here we
give a simple worked example based on part of the Mergers and Acquisitions
(M&A) scenario described in Chapter 1. We develop the scenario through four
simple examples starting with a team exchanging data, then adding in an attack
process, then adding in data flow controls such as enterpriseDRM and finally
adding in a more directed attack process aimed at defeating these controls.
Along the way we also discuss how the model can be extended to deal with a
more detailed M&A workflow process.

We start by saying there is a team of people who work on an M&A deal,
and each will have a computer system that they use and on whichthey store
and work on data. We start as the deal is initiated and model the phase of data
acquisition. Thus we have a number of people within the M&A team, each of
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which is receiving or creating data of a given class relatingto the M&A deal
and storing it on their device. We also have an outside world that the team will
sometimes communicate with. Here we do not differentiate between different
people on the outside as we are only interested in how much deal data may
reach this ‘outside’ group.

Within our initial model we start by creating a type of deal data and an
outside location. To do this we have a Ruby class calledInfoShare which
represents a type of data that is named. We also have aLocation class which
represents a location that can be connected with other locations via a graph and
at which information and resources can reside:

$dea lData = I n f oSha r e . new ( ”Deal Data” )
$ ou t s i d e = Loca t i on . new ( ” o u t s i d e ” )

We then define a person working in the team, how they fit into theoverall
system, and their behaviours. Here we are interested in general behaviours
associated with the M&A team and how these behaviours influence the overall
flow of information. We define a member of the M&A team as a class, allowing
us to create multiple similar team members as object instances.

Each individual will have their own location to represent the repository
where they store information. For example, the location could represent their
laptop. We could enrich the example by adding multiple locations that rep-
resent different individual devices and storage repositories such as laptops,
personal corporate storage, and smartphones, but here we keep it simple with
each person having a single location. Locations also form part of a graph
structure where information is allowed to flow across the arcs of the graph.
This structure can be used to model networks, OS containmentor other ar-
chitectural constraints. As well as having a Location structure we can place
locations into groups orLocationSets, which makes it easier to specify the
connections. We define aLocationSet for the team and place all members of
the team within the set, in order to allow them to communicate. We also link
the outside location into this location set so that there are no architectural
constraints to information flow in this first version of the example.

We now model the way each individual interacts with the information. The
M&A problem includes multiple phases starting with an acquisition phase
where information is collected, followed by an analysis phase, and then the
production of a deal book. To keep this example simple here wejust model the
acquisition phase. Hence we have each team member collecting information
from an external source and then sharing it with some of the other team mem-
bers. We can write this as two processes. The first process is the acquisition

99



5. MODELLING FOR TRUST DOMAINS

process where information is gathered, creating information at that person’s lo-
cation. In absence of any more information about the acquisition protocols we
have a process where new information is created at a random interval drawn
from an exponential distribution. The second process allows for the sharing
of information between the team members. As with the acquisition process
we assume that information is shared at intervals describedby an exponential
distribution. In order to share information, a second team member is chosen as
the recipient at random, and then information is copied fromthe source to the
destination, such that one copy of the information ends up inboth locations.

We now add a third process where information is shared erroneously with
those outside of the group, as can happen, for instnace, whenthe wrong email
address is included in an information transfer. In each case, we could produce
more complex versions of these processes that model the way people work to a
higher degree of accuracy, but this would require more information about how
the process operated. Lastly, we allow each team member to becustomised
with a different acquisition rate, data sharing rate, and error rate. This would
allow us to model individuals or different classes of people. Thus we add
these rates as parameters to the creation of the team members. We obtain the
following model with aTeam class that sets up the team:

c l a s s Team

# Crea te a team with number members w i th d e f a u l t
# i n f o rma t i o n c r e a t i o n , s ha r i ng , and e r r o r s h a r i n g
# r a t e s
def i n i t i a l i z e ( number , c r ea t eRate , shareRate ,

oShareRate )
@teamLocs = Loca t i onSe t . new ( ”Team” )
@teamLocs . l i n k ( $ ou t s i d e )
@teamSize = number
@team = [ ]
f o r i i n 0 . . ( number −1)

@team [ i ] = Person . new ( i , s e l f , c r ea t eRate ,
shareRate ,

oShareRate )
# Connect the l o c a t i o n graphs
@teamLocs . addCh i l d (@team [ i ] . l o c a t i o n )
@team [ i ] . l o c a t i o n . l i n k ( @teamLocs )

end

end

#s t a r t s imu l a t i o n f o r each member o f the team
def s t a r t ( )
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# Se l e c t a member o f the team but not the r e q u e s t i n g
# pe r son
def se lectMember ( pe r son )

. . .
end

We also have aPerson class that acts as each member in the team and contains
the processes that they use to interact with data:

c l a s s Person
# D i s t r i b u t i o n s f o r p eop l e p r o c e s s e s
@@timeToCreate=Negexp . new
@@timeToShare=Negexp . new
@@timeToMisshare= Negexp . new
@@in foCreated=0

# c r e a t e a pe r son and r e l a t e d l o c a t i o n
def i n i t i a l i z e ( pId , team , c r ea t eRate , shareRate ,

oShareRate )
@ l o c a t i o n = Loca t i on . new ( ” l a p t op #{p Id }” )

end

# Launch a l l p r o c e s s e s f o r t h i s pe r son
def s t a r t ( )

l aunch { c r e a t e I n f o ( ) }
l aunch { d i s t r i b u t e I n f o ( ) }
l aunch { d i s t r i b u t eO u t s i d e ( ) }

end

# Acq u i s i t i o n p r o c e s s f o r c r e a t i n g i n f o rma t i o n .
# Wait f o r a t ime to get / c r e a t e a document , add i t
# to t h i s l o c a t i o n , then wa i t aga i n .
# Record how much i n f o rma t i o n i s c r e a t e d .
def c r e a t e I n f o ( )

wh i l e t rue

ho ld ( @@timeToCreate . nextM ( @crea teRate ) )
$dea lData . c r e a t e I n f o (1 , @ l o c a t i o n )
@@in foCreated=@@in foCreated+1

end

end

# Share i n f o rma t i o n . Wait f o r a random t ime then
# copy to a new l o c a t i o n
def d i s t r i b u t e I n f o ( )

wh i l e t rue

ho ld ( @@timeToShare . nextM ( @shareRate ) )
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$dea lData . c op y I n f o (1 , @ l oca t i on ,
@team . se lectMember ( s e l f ) l o c a t i o n ( ) )

end

end

# Share i n f o rma t i o n . Wait f o r a random t ime then
# copy to a new l o c a t i o n
def d i s t r i b u t eO u t s i d e ( )

wh i l e t rue

ho ld ( @@timeToMisshare . nextM ( @oShareRate ) )
$dea lData . c op y I n f o (1 , @ l oca t i on , $ o u t s i d e )

end

end

end

These classes are standard Ruby code but we introduce additional constructs
that come into play when we execute the code as co-routines within a simula-
tion. Of significance here is thelaunch statement in the start function. This
launches a new Gnosis++ process that runs concurrently withthe other pro-
cesses. The use of co-routines means that unlike threads these processes have
a well-defined execution order, and that only one process ever runs at a time.
This means we do not need to worry about synchronisation or how shared
variables are managed. The simulation run-time will run oneprocess until it
comes across a statement such as ahold or an access to a Gnosis resource or
an information resource. Control then passes to the simulation engine which
decides on the next process to be run based on the available resources and a
time queue. Thehold statement is used in the processes above, and this has
the effect of stopping the process for a certain amount of time. So, for example,
the process for creating information will wait for the time till the next piece of
information needs to be created and then be scheduled at thistime. Gnosis++
simulations are discrete-event simulations so that there is a time queue with
the times when events happen. When the simulation has finishedeverything at
the current time it then looks for the next event in time and moves the clock to
that time.

The second set of commands worth noting here are the creationof loca-
tions and links between them. Information can be associatedwith each location
and then be copied between the locations (see thedistributeInfo process).
Gnosis++ is intended to describe a process-based system andthen allow simu-
lations of that system to be run based on the environment being represented by
stochastic variables. In this case, the environment is simply the team size, and
the rates of information creation, distribution and erroneous distribution. As
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we run a simulation we can run through as if the team exists andthen record
how much information is created, copied to different locations and lost to the
outside world. The Gnosis++ model is thus a stochastic modelbased on a
number of random variables that represent the variability of the environment.
As such we use the simulation system to run a large number of experiments so
that we can understand how variable the outputs are to the randomness within
the environment. Any model is an abstraction of a problem andas such it will
not necessarily make accurate predictions, but a model willoften show the
shape of the solution space. As such we may want to use the model to explore
the effects of changing the environment. So we could for example rerun our
model assuming staff are more careful and less likely to senddocuments to the
wrong people. Alternatively we can start to add in additional threat actors and
architectural constraints.

Here we start be exploring the idea of adding in an additionalthreat of
a computer system getting infected with a Trojan allowing information to be
removed. Here we view information that can be removed as exposed rather
than trying to assess the motivations and skills of those whomay get the data.
We could explicitly model an attacker, but instead we add an infection process
to ourPerson class. Here we introduce a new external location of a hacker
with the idea of seeing how much information can be transferred to them. We
model the infection process by having a time to infection anda time to clean
up along with a period where the computer is infected. This data could be
estimated by looking at helpdesk calls, the antivirus system and other security
monitoring facilities. Most computers will never get infected but all run this
process with the mean time to infection being much larger than the length of
the simulation. Within our example we keep the infection code very simple and
say that there is a time till an infection at which point data becomes exposed.
When it becomes exposed we create a link between the bad location and the
location within the infected instance of thePerson class allowing information
to be removed. We then remove information to the bad locationso that it can
be accounted for:

$bad = Loca t i on . new ( ”bad” )

# Share i n f o rma t i o n . Wait f o r a random t ime then
# copy to a new l o c a t i o n .
def i n f e c t i o n ( )

wh i l e t rue

ho ld ( @@t imeToInfect . nextM ( @meanTimeToInfect ) )
@ l o c a t i o n . l i n k ( $bad )
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@ i n f e c t e d = t rue

dat = $dea lData . da ta I t ems ( @ l o c a t i o n )
i f ( dat != n i l )

$dea lData . c op y I n f o ( dat , @ l oca t i on , $bad )
ho ld ( @@timeToCleanup . nextM (

@meanTimeToCleanup ) )
@ l o c a t i o n . u n l i n k ( $bad )
@ i n f e c t e d = t rue

end

end

Now that we have two simplified loss processes within the model we can start
to look at different countermeasures. One such measure would be to use an
enterprise DRM system to encrypt the deal data so that its access is linked to
the authentication of the user. We can do this by creating an additional class of
unencrypted deal data which is the form data is in most of the time. We also use
this idea to model architectural constraints provided by the encryption into the
system. Here we limit what data can flow over the location graphs. In actual
fact the encrypted data could flow, but without keys it cannotbe recovered,
and hence the underlying information cannot be extracted. Note that links
between the team allow the flow of the deal data since access ismanaged by
the DRM system, hence as a member of the team is linked into theteam graph
all information can flow. However, the outside location is linked in in such a
way that only unencrypted data flows. Here when we form links we specify
what information can flow and hence change lines in the set-upof the team:

$unencDealData = I n f oSha r e . new ( ” unencDealData ” )

c l a s s Team

# Crea te a team with number members w i th d e f a u l t
# i n f o rma t i o n c r e a t i o n , s h a r i n g and e r r o r s h a r i n g
# r a t e s
def i n i t i a l i z e ( number , c r ea t eRate , shareRate ,

oShareRate )
@teamLocs = Loca t i onSe t . new ( ”Team” )
@teamLocs . l i n k ( $ou t s i d e , $unencDealData )
f o r i i n 0 . . ( number −1)

@team [ i ] . l o c a t i o n . l i n k ( @teamLocs )
end

end

Similar changes are made in thePerson class where a link is used so that only
unencrypted data can flow. Note that the link statement between the locations
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has an additional parameter containing the data that is allowed to flow. So far
in this example the unencrypted data does not exist and so we can extend our
usage model to include the person accessing data and making the unencrypted
form available. As we modify our usage model with this additional process we
can take account of infected machines. Hence we have a newuseData pro-
cess that allows data to be extracted. The old infection process and erroneous
email processes will no longer extract data, modelling the architectural con-
straints brought in by using enterprise DRM. This process then interacts with
the infection process allowing unencrypted data to be extracted (exposed) as it
is created. However the Trojan running on the infected machine here is now
assumed to be more complex in that it has the ability to extract data whilst it
is being used. Hence here we may wish to separate out the different forms of
infections:

# Share i n f o rma t i o n . Wait f o r a random t ime then
# copy to a new l o c a t i o n
def useData ( )

wh i l e t rue

ho ld ( @@t imeTi l lUse . nextM ( @meanTimeTil lUse ) )
# c r e a t e a dec r yp t ed copy
i f ( $dea lData . da ta I t ems ( @ l o c a t i o n )>1)

@unencDealData . c r e a t e (1 , @ l o c a t i o n )
i f ( @ i n f e c t e d )

$encDealData . c op y I n f o (1 ,
@ l oca t i on , $bad )

end

ho ld (@@useTime . nextM (@meanUseTime )
@unencDealData . c r e a t e (1 , @ l o c a t i o n )

end

end

end

We can look at the results in terms of the histograms representing the pro-
portions of data exposed in different versions of the model.For example the
histogram shown in Figure 5.1 comes from the first version of the model where
data is only exposed through being sent to the wrong person. This is done as-
suming a team size of 10 and set rates for information creation, distribution,
and an erroneous email rate of on average 2 bad emails a year. Hence we have
a histogram with very small proportion of losses in terms of the loss rate per
document. However the zero loss bar is relatively small at 104 out of 1000
simulations with no loss.

105



5. MODELLING FOR TRUST DOMAINS

0

50

100

150

200

250

300

350
F
re
q
u
e
n
cy

Exposures

Figure 5.1: Histogram showing the distribution of loss events over 1000 simu-
lation runs.

Here we have shown how a very basic Gnosis++ model can be developed to
model a situation. The Gnosis++ constructs in the Ruby language allow pro-
cesses to be expressed for how information is moved and how threats to the
leakage of information also happens. The extensions allow models to be run as
a discrete event simulation allowing different architectural choices to be com-
pared. Within the language itself we have added support for information to be
moved between locations with a graph structure being used tospecify possible
paths for all or particular types of information. We also introduce the notion of
information resources into the language. Unlike physical resources (which are
only movable), information resources can be created, copied and deleted. The
incorporation of Gnosis concepts into the Ruby language allows us to have an
object orientated modelling language making it easy to model multiple entities
whilst retaining the mathematically sound properties of gnosis. The example
given is relatively simple but provides a framework that canbe expanded to
include specific processes concerning how information is handled.

5.2.2 Automated Model-Generation Tool (AMG Tool)

The Automated Model-Generation Tool (AMG Tool) helps system designers
in evaluating the impact of policy settings and performancecharacteristics on
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Figure 5.2: Operation of the AMG Tool.

the behaviour of human agents affected by the policies, and on the security on
the system. The tool uses an information-flow abstraction, that is, it models the
system in terms of information flows between source and destination nodes in a
graph. The behaviour of human agents is modelled as establishing or removing
connections, which then enable or disable flows. Performance characteristics
are evaluated as the time it takes for information to flow fromthe source node
to the destination node. The security of the system is assessed by the time it
takes for the information to flow to an attacker node.

Figure 5.2 illustrates the operation of the tool: The user ofthe tool de-
scribes a workflow by splitting it into information-exchange steps. In each of
these steps, data needs to be transmitted from a source to a destination. The
data transfer can be achieved using different technical means (e.g., the data
might be shared using a Cloud service or printed and posted using a courier
service). The source, the destination, and the means of transport are modelled
as nodes in a directed graph. In order to form a graph that connects the source
and the destination, the nodes must be connected by links. For each of the
links the modeller can specify the speed and a penalty associated with using
that link. The penalty models the policy, i.e., modes of transport that are dis-
couraged can be associated with a high penalty. Initially, only the properties
of these links are given, but no links are established. The tool then applies a

107



5. MODELLING FOR TRUST DOMAINS

genetic algorithm to find a graph that connects the nodes, such that the graph
is optimal with respect to a user-specified cost function. The cost function can
capture aspects such as risk-affinity, by trading off penalties against perfor-
mance. Furthermore, the cost function can also be used to model the impact of
a timeout. The graph produced by the tool serves two purposes. First, it illus-
trates the flow of information between the source and the destination. Second,
it can be used as an input to the modelling of attacker behaviour. In this step,
the genetic algorithm modifies the graph in order to direct information to the
attacker’s node. This model then illustrates attack points.

In the background, the genetic algorithm operates on sequences of actions
that add or remove connections in the graph; that is, the genomes of the algo-
rithm are sequences of such actions. A sequence’s fitness is evaluated based
on the model that results from applying the sequence to the graph model, as
follows: Penalty costs are accumulated from the actions in the sequence. Per-
formance costs are computed by transforming the graph modelto a Stochastic
Petri-Net (SPN), from which the distribution of times for moving data from
the source to the destination can be derived as a phase-type distribution.

The output of this approach is thus two-fold. On the one hand,it pro-
duces results that are immediately useful for assessing theimpact of choices
at design-time. On the other hand, the tool automatically generates Stochas-
tic Petri-Net (SPN) models of the system (optionally including attacker be-
haviour) from high-level specifications of performance characteristics and penal-
ties. These models can be used in further evaluation of various properties. The
advantage of automatic generation of models over manual modelling is that
the former may include details that could be overlooked by a human modeller.
For instance, a combination of policy settings and performance characteristics
might favour the use of an insecure way of transport, but thismight not be ob-
vious from the specifications, and thus would be omitted in a manually created
model.

It should be noted that, although less demanding than low-level simula-
tion, this approach is computationally expensive and thus is typically applied
at design-time, rather than at run-time.

In the following, we describe the AMG Tool in detail. We startby describ-
ing the models employed in the tool and the transformations between them.
We then describe how a realistic model is generated in an automated way by
an optimisation process built upon these models and model transformations.
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5.2.2.1 Models and Model-Transformations

The AMG tool employs four different types of models: TheInformation-Flow
Model(IFM) represents information-flows between entities or devices in a sys-
tem, theAction Model(AM) models the actions of users or attackers, theWork-
flow Model(WFM) models the workflow, andStochastic Petri-Nets(SPN) are
used as the underlying modelling formalism for evaluation of the models. In
the following we first describe these models and then discussthe transforma-
tions between the information-flow model and stochastic Petri-net model that
form the basis of the AMG and OMG tools.

The Information-Flow Model (IFM). An information-flow model is used
to describe the information flow between entities or devices. The abstraction
proceeds as follows: We assume that data is transferred between a source and a
destination, using intermediate steps. The source and destination are typically
devices such as computers. The intermediate steps are modesof transport, such
as postal mail, e-mail, or Cloud services. As such, sources,destinations, and
modes of transport comprise locations in which informationmay reside, either
transiently or permanently. Transient locations are, for instance, e-mail servers
that store the message only until it has been transmitted, while a storage service
in the Cloud can be considered permanent. In the information-flow model we
model these locations as nodes. Information-flow is then modelled by directed
edges between the nodes. Edges have three types of attributes:

Speed of data-flow The speed attribute describes the speed at which data can
flow along this edge. This attribute is used to model the fact that dif-
ferent modes of transport have different impact on performance. For
instance, sending information by post is certainly slower than sending it
by e-mail. The speed attribute also captures performance aspects such
as setup costs involved with using a specific mode of transport, e.g. the
impact of setting up an encrypted connection. At present, the speed
attribute is a single numeric value that specifies the rateλ of an expo-
nential distribution. The extension to phase-type distributions [Neu81]
is straightforward and would enable the modelling of arbitrary distribu-
tions, as any distribution can be approximated by a phase-type distribu-
tion [TBT06].

Penalty The penalty attributes give the penalties that a user has to pay when
they use this edge as a connection to transmit information, or when they
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remove this edge. This attribute is used to model policies: Adding con-
nections to/from nodes whose use is undesirable from an organisation’s
point of view will be assigned a high penalty, in order to discourage
users from using such connections. Equivalently, removingconnections
to/from nodes that the organisation considers desirable will have a high
penalty. Note that the penalty attributes only affect legitimate users.
These attributes are two numeric values.

Attack costs The attack-costs attributes specifiy the costs that an attacker has
to bear when establishing or removing an edge. This attribute models
the security of devices, i.e. connections to/from more secure locations
are assigned higher attack costs than those from insecure locations. Typ-
ically, these attributes will be based on assumptions and general knowl-
edge about the relative security of different modes of transport. The
attack-cost attributes are two numeric values.

The Action Model (AM). Building on the abstraction provided by the in-
formation-flow model, the action model describes the behaviour of users (or
attackers) of a system, as follows: The goal of users is to transfer information
between a source and a destination (the goal of an attacker isanalogous, as the
attacker wants to transfer data to their own locations). In order to achieve this,
some means of transport need to be used. The action model describes how
users or attackers utilise the means of transport that are available to achieve
their goals. An action model operates on an information-flowmodel by adding
or removing connections between nodes in the model.

An action model consists of a sequence ofAdd (i, j) andRemove (i, j) ac-
tions that are executed consecutively on an IFM.Add (i, j) adds a connection
between nodesi and j in the IFM, whereasRemove (i, j) removes a connec-
tion. Each action incurs some costs, as specified in the IFM. If the action model
describes the actions of a user, the action costs are given bythe penalties in the
IFM; conversely, if the action model describes the actions of an attacker, the
costs are the attack costs from the IFM. The sum of these costscomprises the
total cost of the action model.

The Workflow Model (WFM). The workflow model combines a sequence
of information-flow models to model a workflow. In this model,each IFM
model describes one information exchange. In a workflow model, the individ-
ual IFM models may influence each other, in order to model the fact that steps
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in a workflow are not independent. In particular, the time taken in one step of
a workflow may influence later steps, if that workflow is executed under time
constraints. A workflow model consists of the following parts:

Information-Flow Models A WFM includes a sequence of information-flow
models. Each information-flow model models one informationexchange
necessary in order to complete the workflow. It is assumed that these
steps have to be executed in sequence.

The cost function The cost function is used in the model-generation phase to
optimise each IFM (see Section 5.2.2.1).

Workflow parameters Arbitrary workflow parameters are used in the cost func-
tion to determine the quality of an IFM. In particular, theseparameters
usually include a timeout for the workflow, after which the results of
the workflow would be considered useless. This aspect can be used to
model time-constraints, which are often present and and affect decision-
makers.

Stochastic Petri-Nets (SPNs) Stochastic Petri-Nets (SPNs) are a widely-
used modelling formalism that has both a solid mathematicalfoundation and
a graphical representation. The following introduction toSPNs is limited to
the aspects required for understanding their use in the AMG and OMG tools;
further information may be found in e.g. [Hav98].

SPNs consist ofplaces, transitions, arcs, andtokens:

Places Places in an SPN are locations that storetokens. In a graphical repre-
sentation, a place is typically represented a a circle with the number of
tokens on this place written in the circle.

Arcs are directed edges connecting a place to a transition or a place to a tran-
sition. Each place may be connected by multiple arcs to multiple tran-
sitions, and each transition may be connected to multiple places. We
distinguish betweennormal and inhibitor arcs; their semantics are ex-
plained in the following. Normal arcs are graphically represented as arcs
with an arrow denoting their direction. Inhibitor arcs carry an empty cir-
cle in the place of the arrow.

Transitions are connected to places by arcs. Each transition has a number
of incoming arcs and a number of outgoing arcs. Each incomingarc
connects a place to the transition; each outgoing arc connects the tran-
sition to a place. We refer to the places connected by incoming arcs as
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input places, while the places connected to by outgoing arcs areout-
put places. Transitions carry as a parameter a single positive numerical
value that specifies the rate of an exponential distribution. Transitions
are typically represented as empty rectangles, with the rate annotated
next to the rectangle.

The state of an SPN, typically referred to as themarking, is the number of
tokens on each of the places of the SPN. Transitions provide the means to tran-
form the model from one state to another: A transition is consideredenabled
if all of the input places that are connected to the transition by a normal arc
have at least one token on them and none of the input places connected by an
inhibitor arc has a token on it. When a transition becomes enabled, a random
delay is drawn from an exponential distribution with the rate of that transition.
If the transition is still enabled after that delay has elapsed, then the transition
removes one token from each of its input places and puts one token on each of
its output places, thus producing a new marking.

Given an SPN, various interesting measures can be computed on it. In our
context, transitive measures such as the probability of there being a specific
number of tokens on a particular place at a given timet and the time until a
specific number of tokens are on specific places are of particular interest, as
they capture the flow of information. The computation of these measures is
based on the transformation of the SPN to a Continuous-Time Markov Chain
(CTMC). In this CTMC, each marking of the SPN is a state of the CTMC, and
the transitions are given by the rates of the transitions that transform the SPN
between markings. Further details on the state-space generation process for
SPNs may be obtained from e.g. [Hav98]. The SPNs generated aspart of the
AMG tool are absorbing, because they model the flow of information from a
source node to a destination node. Consequently, the CTMCs generated from
them are of finite size and absorbing, and thus the time until aparticular state
of the system is reached is described by a phase-type distribution.

In order to compute metrics on an information-flow model, we transform it
to a stochastic Petri-net, on which we can then compute the metrics. This
transformation represents locations in the IFM as places. The representation
of edges depends on the types of the nodes they connect. Any edge connecting
simple transient nodes or a simple transient node to a permanent node is trans-
formed into a simple transition with the rate of the edge. An edge connecting
a permanent node to any type of node is modelled by a transition and an ad-
ditional nodeB. Upon firing, the transition transfers the token representing
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the data from the input place to the output place. Additionally, the transition
also restores the token to the input place, in order to represent the fact that the
associated node stores the data forever. Furthermore, the transition also puts
a token on the placeB. This place, when non-empty, prevents the transition
from firing again. This construct ensures that the associated CTMC is finite;
without it, the transition would keep on firing and producingnew tokens, i.e.
new markings and therefore an infinite number of states. Thiswould result in
difficulties in computing measures on the CTMC.

5.2.2.2 Automated Model-Generation

In the automated model-generation tool a stochastic model is generated that al-
lows the evaluation of a number of properties. The resultingmodel illustrates
likely information flows and gives measures for the performance and security
of the modelled system. Furthermore, it enables the evaluation of other mea-
sures that might be of interest. Automated model-generation proceeds from
a workflow model (consisting of several information-flow models) and uses
a genetic algorithm to optimise the information flow in each information-flow
model, subject to the constraints imposed by the cost function and of the work-
flow model, most notably the timeout for the workflow.

Genetic Algorithm. Genetic algorithms are a widely-used optimisation me-
thod that employs biological metaphors (an introduction togenetic algorithms
can be found in [Mit98]). The optimisation goals are expressed by a fitness
function that computes the fitness of a choice of parameters.The parameters
are considered the genome, and can be modified by crossing-over, mutation,
extension, and truncation. Genetic algorithms operate on apopulation of pa-
rameter settings (called the population). In each step, a genetic algorithm cre-
ates a new population based on the previous one by modifying individuals from
the old population. Fitter individuals are more likely to survive or contribute
to the new population, and thus the overall fitness increases. It should be noted
that genetic algorithms need not necessarily converge to anoptimum; often, a
good solution can be obtained by just performing a large number of steps.

Our genetic algorithm operates on a population of action models and uses
the cost function of the workflow model in the fitness evaluation. The mod-
ifications are straightforward: Two action models are crossed over by choos-
ing a random cross-over point and swapping the action sequences behind that
point. Extension and truncation add randomly-generated actions or remove
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randomly-chosen actions from the AM. Mutation chooses a random action in
the AM and modifies it, e.g. by changingAdd to Remove, or by changing one
of the nodes that the action refers to.

We apply the algorithm as follows: First, a set of random action models
is generated. We then run the algorithm for a few hundred rounds, evaluating
the fitness of each individual in each step and choosing fitterindividuals with
higher probability. In order to ensure that a good individual is not lost, the new
population is seeded with the fittest individual from the current population.

Fitness Evaluation. In order to evaluate the fitness of an action model, we
apply the action model to the information-flow model, collecting the costsC
incurred by the actions. We then transform the IFM to a stochastic Petri-net. In
the IFM, the data is initially located at the source location. This is transformed
to the initial marking of the SPN. The target marking represents the state when
the data is at the destination. We then computeE[T], the mean time until the
first time the target marking is reached, when starting from the initial marking.
This time corresponds to the time required for transferringthe data from the
source to the destination. If the data cannot flow from the source to the desti-
nation, thenE[T] = ∞ will be reported. The overall fitness is computed from
the costs and the mean time for transfer, as specified by the cost function in the
workflow model.

The genetic algorithm is applied in each step of the workflow model, resulting
in a sequence of action models. Each of these action models describes the
likely information flows in the respective workflow step. Furthermore, each
IFM then specifies a stochastic model for the respective step.

In general, these steps are the same for modelling the user and the attacker.
However, for the user the penalty attributes will be used, whilst for the attacker
the attack-costs attributes are used. Furthermore, for theuser we start from an
empty information-flow model. This models the situation that the user wants
to establish connections to perform the work. When modellingfor the attacker,
we start from a model already created for modelling a user. This models the
situation that the attacker attacks an existing interaction and tries to exploit
weaknesses that might have occured just as a result of user decisions, e.g. by
using an insecure mode of data transfer at some point in the process.
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Figure 5.3: Operation of the OMG Tool.

5.2.3 Online Model-Generation Tool (OMG Tool)

The Online Model-Generation Tool (OMG Tool) applies principles of stochas-
tic modelling to help users make informed decisions at run-time. In this ap-
proach, we consider the following situation: A user wants toshare data with
one set of users, but does not want another set of users to gainaccess to the
data. Recipients of the data may vary in their trustworthiness with respect to
not sharing the data, and the users’ devices may also be more or less likely to
leak the data. The data may be shared in various ways with different security
properties, e.g. on some sharing methods it may be possible to prevent leakage
of the information from the recipient’s device. We assume that there is some
monitoring data available on the trustworthiness of users and their devices, and
we want to support the sharing user in making an optimal choice of recipients
and sharing mode, such that it is unlikely that unintended recipients receive the
data.

The operation of the tool is illustrated in Figure 5.3: Potential recipients of
the data are abstracted as nodes in a directed graph. The edges of the graph
model information flows. Each edge has a parameter that specifies the rate
at which data flows along this edge. The rates for data-flow from the sharing
user to the intended recipients are set to reflect the speed atwhich data can
be shared. The outgoing information-flow rates on recipientnodes are param-
eterised based on a combination of trustworthiness monitoring data and the
security of the selected sharing-method. The graph model istransformed to a
Stochastic Petri-Net, from which the probabilities of eachnode having seen the
data before a given timet are computed. These probabilities can then be dis-

115



5. MODELLING FOR TRUST DOMAINS

played graphically, e.g. as a terrain map or as a colour-coded visualisation of
the graph. Based on this information, the user can revise andadjust decisions
accordingly, in order to reduce the probability of unintended parties receiving
the data.

The underlying equations for this approach can be solved quickly, and
therefore the method is used at run-time.

5.2.3.1 Modelling for Online Evaluation

We employ the information-flow model abstraction describedin Section 5.2.2.1
to represent information flows for online evaluation. Potential recipients of the
data are abstracted as locations. Edges model connections between recipients
(e.g. colleagues may be connected). In the OMG tool, only thespeed attribute
is used, as no modification of the model structure takes place. The speed at-
tribute here represents the leakage rate of data along this edge.

In the OMG tool we assume that data, once it has been at a node, will be
stored there forever. This reflects the worst-case assumption that someone who
has had access to some data will not forget or delete it. For this reason, only
permanent nodes are used in the IFM model.

5.2.3.2 Solution

In order to obtain the probabilities of data being in a certain location at a time
t we transform the model to the SPN, as described in Section 5.2.2.1, and then
derive the continuous-time Markov chain. From the CTMC we can compute
the probability of each possible marking at any timet. From the construction
of our model out of permanent nodes it follows that this valuedirectly gives
the probabilities of each node having seen the data up to thatpoint.

5.3 A Note on Mathematical Foundations for Modelling

Our modelling approaches use various notions of processes,resources and lo-
cations to model agents and their actions within a system. Furthermore, they
typically employ the concept of a cost function, or, equivalently, utility, to
describe preferences in the behaviour of agents, and they abstract away from
factors outside the system. In this section we discuss the mathematical foun-
dation for applying these modelling methods. We can only give a very brief
summary here; more detail may be found in the papers referenced throughout
the section.
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An agent, situated within a system that contains also other agents, may es-
tablish a part of the system, or a collection of other agents within the system,
that it trusts. Similarly, a system’s designer or manager might establish a col-
lection of parts of the system such that, within any given part, the agents trust
one another. We shall refer to such a part of the system, or such a collection of
agents, as a ‘trust domain’.

It follows that, in order to model trust domains mathematically, it is neces-
sary to establish an appropriate mathematical handling of them within a frame-
work that models the underlying system. In the Trust Domainsproject, we
have chosen to build upon the systems modelling framework that has been es-
tablished mathematically in [CMP12, CMP10, CP09, CMP09] and deployed
as a practical decision-support tool, as described in, for example, [BCG+08,
BPS10, CPW14].

The notion of process has been explored in some detail by the semantics
community. Concepts likeresourceandlocationhave, however, usually been
treated as second class ([Mil09] is a partial exception). Whilst there are some
good theoretical reasons to do this, in [CP09, CMP09, CMP10,CMP12] we
explore what can be gained by developing an approach in whichthe structures
present in modelling languages are given a rigorous theoretical treatment as
first-class citizens. We ensure that each component – location, resource, and
process – is handled compositionally. In addition to the structural components
of models, we consider also the environment within which a system exists:

Environment: All systems exist within an external environment, which is
typically treated as a source of events that are incident upon the system rather
than being explicitly stated. Mathematically, environments are represented
stochastically, using probability distributions that aresampled in order to pro-
vide such events [CP09, CMP09, CMP10, CMP12].

The key structural components are considered, drawing uponclassical dis-
tributed systems theory — see, for example, [CDK00]:

Location: Places are connected by (directed) links. Locations may beab-
stracted and refined provided the connectivity of the links and the placement
of resources is respected. Mathematically, the axioms for locations [CMP12]
are satisfied by various graphical and topological structures, including simple
directed graphs and hyper-graphs [CP09, CMP09, CMP10, CMP12];

Resource: The notion of resource captures the components of the system
that are manipulated by its processes (see below). Resources include things
like computer memory, system operating staff, or system users, as well as
money. Conceptually, the axioms of resources are that they can be combined
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and compared. We model this notion using(partial commutative) resource
monoids[OP99, CMP12]: structuresR = (R,⊑,◦,e) with carrier setR, pre-
order⊑, and partial binary composition◦ with unit e, and which satisfies the
bifunctoriality condition: R⊑ R′ andS⊑ S′ andR◦S is defined impliesR′ ◦S′

is defined andR◦S⊑ R′ ◦S′, for all R,S,R′,S′ ∈ R;
Process: The notion of process captures the (operational) dynamicsof the

system. Processes manipulate resources in order to deliverthe system’s in-
tended services. Mathematically, we use algebraic representation of processes
based on the ideas in [Mil83], integrated with the notions ofresource and lo-
cation [CP09, CMP09, CMP10, CMP12].

Let Act be a commutative monoid ofactions, with multiplication written as
juxtaposition and unit 1. Leta,b∈Act, etc., so that their multiplication is writ-
tenab, etc.. The execution of models based on these concepts, as formulated
in [CMP12], is described by a transition system with a basic structural oper-
ational semantics judgement [Mil83] of the formL,R,E

a
−→ L′,R′,E′, which

is read as ‘the occurrence of the actiona evolves the processE, relative to re-
sourcesRat locationsL, to become the processE′, which then evolves relative
to resourcesR′ at locationsL′’. The meaning of this judgement is given by a
structural operational semantics [Mil83]. The basic case,also know as ‘action
prefix’, is the rule

L,R,a : E
a
−→ L′,R′,E′

µ(L,R,a) = (L′,R′).

Hereµ is a ‘modification’ function from locations, resources, andactions (as-
sumed to form a monoid) to locations and resources that describes the evo-
lution of the system when an action occurs. Suppressing locations for now,
a partial functionµ : Act×R→ R is amodificationif it satisfies the follow-
ing conditions for alla,b,R,S: µ(1,R) = R; if R◦Sandµ(a,R) ◦ µ(b,S) are
defined, thenµ(ab,R◦S) = µ(a,R)◦µ(b,S).

There are also rules giving the semantics to combinators forconcurrent
composition, choice, and hiding — similar to restriction inSCCS and other
process algebras (e.g., [Mil83]) — as well for recursion. For example, the rule
for synchronous concurrent composition of processes is

L,R,E
a
−→ L′,R′,E′ M,S,F

b
−→M′,S′,F ′

L ·M,R◦S,E×F
ab
−→ L′ ·M′,R′ ◦S′,E′×F ′

,
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where we presume, in addition to the evident monoidal compositions of ac-
tions and resources, a composition on locations (here written as·). The rules
for the other combinators, with suitable coherence conditions on the modifi-
cation functions, follow similar patterns [CMP12]. Note that our choice of a
synchronous calculus retains the ability to model asynchrony [Mil83, dS85]
(this doesn’t work the other way round).

For another example, a key process construct for this paper is non-determi-
nistic choice or sum:

L,R,Ei
ai−→ L′,R′,E′

L,R,E1+E2
ai−→ L′,R′,E′

i = 1,2.

For example, suppressing location and resource, a process(a:E)+(b:F)+(c:
G) will evolve to becomeE, F , or G depending on the next action beinga, b,
or c.

Along with the transition system described here comes, in the sense of
Hennessy–Milner [HP80, CMP12], a modal logic [CMP12] with basic judge-
ment

L,R,E |= φ ,where the propositionφ expresses a property

where the propositionφ expresses a property of the processE executing with
respect to resourcesR at locationL. This logic includes, in addition to the
kinds of connectives and modalities usually encountered inprocess logics, a
number of substructural connectives and modalities that are helpful in reason-
ing compositionally about resource-bounded systems [CMP12, CP09]. This
modal logic can also be extended to the stochastic world. An account of this
logic and its extensions is beyond our present scope, but will be of interest in
further work.

In order to model trust domains, we work with a version of thismodelling
framework that is enriched in two ways:

· First, rather than consider a simple process evolution,E
a
−→E′, we con-

sider processes that evolve in a given surrounding context,C, which also
evolves: essentially,C(E)

a
−→C′(E′) (see [ACP13b, ACP13a] for de-

tails);

· Second, and critically, we enrich the calculus with a notionof utility, so
that associated with an evolutionC(E)

a
−→C′(E′) is cost,K, determined

by the agentE’s utility function, KE, which records the cost associated
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Figure 5.4: Iso-utilities and Trust Domains.

with each choice made during the execution. The theory of this process-
utility calculus is presented in [ACP13b, ACP13a].

So, within a system model, where an agent is represented as a process, at any
given point in the agent’s execution, the process is associated with a location
(which we suppress for now) within the system and has access to a collection
of resources. That is, the agent has a state. As described above, the agent is
also associated with a utility function. Here we interpret the utility function as
a loss function, associating acost kE(ai) with each choiceai that is made as a
process executes, so that the traceσ of the process that describes agentE gives
the total costK of an agentE’s execution:

KE(σ) = ∑
σ=a1,...,ak

kE(ai). (5.1)

For now, we consider just finite traces.
Figure 5.4 illustrates the intuition underpinning the concept of a trust do-

main using these concepts: The agentE may be given one of two different
choices of cost (utility) function. IfKE = K, thenF is not within E’s trust
domain at either theK1 or K2 levels. If, however,KE = L, thenF is within
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E’s trust domain at theL2, but not at theL1 level. AgentF ’s cost function,M,
includes agentG at theM2 level, but not at theM1 level (M1 ≤ M2). F ′ is in
no-one’s domain at any of the given levels of utility.

The formal definition of a trust domain is set up, using the process-utility
calculus, for an agentE together with a propertyφ required (by the agent or
by the designer/manager) of the part of the system or collection of agents that
is to be trusted, the agent’s utility functionKE, which assigns values to choices
made as the agent executes, and a boundK on the total cost of the trace, which
characterizes the total acceptable cost to the agent in reaching or interacting
with other parts of the system or other agents within it.

The trust domain is then constructed as a collection of contexts within
which the agent may evolve whilst maintaining the properties by which it deter-
mines trust. Two properties are required to establish a viable definition. First,
a boundK on the cost thatE is prepared to incur. Second, a propositional as-
sertionφ about the state to whichE can evolve within that cost constraint. So,
if R is the resource initially associated withE, then — greatly simplifying for
this report — we can define, whereσ is a trace or sequence of actions,

TD(E,φ ,KE,K) =

{

C | there exist closedF and trace

σ such thatR,E
a
−→ S,F

and S,F |=C′ φ

and KE(σ)≤ K

}

, (5.2)

where the resourceS is that which is derived fromR by the the traceσ and
C(E)

σ
−→C′(F). The details may be found in [ACP13b, ACP13a].

* * *
In this chapter we have discussed how modelling helps in the development and
evaluation of trust domains. We have seen how modelling for verification can
help to ensure desired properties of a protocol, of components, and of com-
plete systems, and how it can help to ensure that no undesiredproperties exist.
We have then discussed how evaluation can help to improve decision-making,
both in the design phase and in the run-time phase of a system.In the design
phase, modelling helps to optimise within the tradeoff between performance
and security, by illustrating the consequences of choices on the information
flow within the system and on performance and security metrics. At run-time,
modelling helps to understand the consequences of decisions with respect to
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sharing data. Our modelling illustrates the information flows that are likely
to result from sharing data with other parties, and thus helps the user to avoid
decisions that may result in unintended flows.

This chapter is based on the Trust Domains deliverable D3.2 [d3.13] and
on Milestone M5 [RBA13], as well as on numerous academic publications,
referenced throughout. As we only give an overview here, we advise the reader
to consult the original publications for the details.
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Chapter Six

Trust Domains in Practice

In this chapter we discuss approaches for supporting and implementing trust
domains. The approaches discussed here span a broad range, from non-technical
communication to technical frameworks for specific use-cases of trust do-
mains. In particular, we discuss the following:

· Game-based communication of issues, requirements, and tradeoffs of
trust domains.

· Evaluation of security and performance issues in a setting without spe-
cific technical support for trust domains.

· Support for trust domains in the setting of conference organisation.

· Support for trust domains in a general collaboration setting.

We may distinguish application-scenarios for these approaches as illustrated
in Table 6.1: On the one hand, we may consider whether the workflow is
structured and well-known in advance, or whether it is inherently unstructured.
On the other hand, we can differentiate between scenarios where the members
of the trust domain are determined in an ad-hoc fashion at run-time or where
they are known in advance.

Figure 6.1 illustrates the general flow of the chapter and thequestions that
the approaches address: The Game, as presented in Section 6.1, helps to un-
derstand and explore the principal/agent problem inherentin supporting trust
domains by security measures measures in general situations without particular
reference to any technology. Model-based evaluation is applied in Section 6.2
to support high-level decision-making when building systems that require trust
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Structured Workflow Unstructured Workflow

Ad-hoc Membership — Trustworthy Collaboration
System

Pre-set Membership The Game, AMG —
ConfiChair

Table 6.1: Support for Trust Domains, classified by the nature of the workflow
(structured/unstructured) and the nature of domain memberships (ad-hoc or
pre-set).

domains. Sections 6.3 and 6.4 then present software packages that specifically
support trust domains in two application domains.

6.1 Communication and Customer Engagement: The
Game

Trust domains often need to be established in complex scenarios comprising
various levels of hierarchy in different organisations. Technology is deployed
to address concerns that might undermine trust, yet ultimately trust is a sub-
jective assessment made by the parties involved.

In order to establish trust and trustworthiness, organisations typically set
policies on the handling of data and processes. However, such policies are
rarely enforced, usually only in exceptional cases, which leads employees to
interpret policy according to personal priorities and obligations, for example
the need to share information quickly. This creates tensionbetween the em-
ployee and the organisation when, with the best intentions in mind, employees
take ‘shortcuts’ that place the organisation at risk. Understanding how these
risks arise, and more importantly the likely extent and impact they may have
on an organisation, is key to managing information security, whether that in-
volves setting effective policy or deploying technology ascontrol points that
enforce certain behaviours.

Viewed from an economics perspective, the relation betweenorganisation
and employees is a classic example of the principal-agent problem [MCWG95].
In the worst case tensions between the principal and the agent create asymme-
tries that exhibit moral hazard behaviours [Hol79], where agents subject the
principal to undesirable (i.e. excessively risky and untrustworthy) actions sim-
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Trust−Domains in
Conference Organisation

Trust−Domains in
General Collaboration

Communication and
Customer Engagement

Model−based Evaluation

Understanding the
Principal−Agent problem

Software for
Trust Domains

High−level decision−making

Figure 6.1: General Structure of the Chapter.

ply because they do not adequately understand the effect they have on the prin-
cipal. Likewise, the impact of policy settings may not be immediately obvious
to the principal. The empirical study in Section 2.4 (Chapter 2) illustrated that
the principal-problem affects trust domains. Employees typically mean well,
but conflicting priorities may make it difficult to perform tasks both securely
and efficiently.

Gamification is an emergent approach that utilises principles from game-
playing to solve practical problems (for a recent overview,see [HKS14]). By
abstracting away from particular technical aspects, gamification helps to un-
derstand the general features of the problem, and to find new solutions. In the
following we present a simple game developed to illustrate the issues, require-
ments and tradeofs of establishing and enforcing trust domains, particularly
addressing the principal-agent problem. This game is used by HP Enterprise
Services (HPES) to walk the customer through the decision-making process
and explore the role of positive intervention. This helps the customer better
understand their situation and allows them to discover and explore tradeoffs in
an intuitive manner without necessarily referring or constraining to technical
solutions.

The game is based on classical board-game principles in which a token
moves between fields on a board, the goal being to successfully reach the end
field. Each field represents a step that corresponds to a workflow action tar-
geted on the information-sharing goal. Each field carries with it a certain prob-
ability that a security breach may occur when the token is on the field. The
agent controls the token and receives a reward for every successful traversal
of the board in which they reach the end goal (field). The principal is also
rewarded for successful traversals by the agent. Additionally, however, the
principal pays a penalty every time a security breach occurs. The principal can
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try to control the agent’s behaviour by either blocking fields or by specifying
penalties that the agent has to pay should a security breach occur.

Both the agent and the principal try to maximise their rewards, but their
incentive-structures and their options differ. The agent is primarily concerned
with traversing the board quickly (in order to maximise reward) and can con-
trol his actions directly, whereas the principal must take into account penalties
arising from actions by the agent, which he can only control indirectly. The
customer (acting as the player) takes the role of the principal, while the agent
is simulated by an ant-routing algorithm [GSB02] that searches for an optimal
route across the board. By choosing different cost-functions and weights in
the routing algorithm, different agent personas (e.g. risk-averse, risk-affine)
can be implemented and their interaction with controls be explored.

The version of the game discussed in the following is computer-based. The
game can also be performed as a traditional board game. In this version, the
roles of the principal and the agents are played by human players, and ran-
dom events are simulated by dice or by a computer. The board-game version
provides for more intuitive interactions and may be more appropriate in some
contexts. On the other hand, the computer-based version is more efficient at
exploring different options.

The game can be tailored to the customer’s specific application-domain.
In the following, we present its application in a Bring-Your-Own-Device sce-
nario. Scenarios of this kind, where employees use their owndevices to access
company data, have become increasingly popular in recent years, but introduce
additional security risks [Inf].

The Game in the Bring Your Own Device (BYOD) Information-Sharing
Scenario In this example, employees of a company need to send important
messages with highly sensitive content. The company allowsdifferent ways of
accessing its infrastructure: First, the employee can sendthe message from the
company machine, which is located within the company’s office building and
connected to the wired company network. Second, the employee may use their
own laptop, either by logging into the webmail interface of the company or by
connecting to the company’s mail server through the company’s virtual private
network (VPN). Finally, the employee may also use their own smartphone to
send the message, either by logging into the company’s webmail interface, or
by sending the message using their own private mail account.These means
of transmitting messages have different probabilities of leaking the transmitted
data. It is reasonable to assume that the traditional way of sending the message
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within the company building is most secure, whereas the private mail account
is likely to be compromised. On the other hand, the more secure options re-
quire access to the company building and thus involve a higher time overhead
than the least secure option. Therefore, the company may be considering im-
plementing a strategy that allows employees to utilise their own devices, but
needs to understand the impact of such a strategy on the security of its infor-
mation.

In this scenario theagentis the employee, and their goal is to transmit the
message as fast as possible, while also avoiding potential penalties by their
supervisors. The choices of the agent are displayed by lighting-up of the paths
that they are most likely to take. Theprincipal is the company owner, who
tries to optimise the company’s profit. The profit is affectedby the employee’s
performance in transmitting messages (i.e., better communication will increase
the company’s income), but also by penalties imposed by the authorities, e.g.
the UK’s Information-Commissioner’s Office (ICO). The authorities are as-
sumed to issue a financial penalty each time a message’s contents are leaked,
and this financial penalty is substracted from the company’sincome. The prin-
cipal may set policies that discourage the employees from using certain modes
of transmitting information, and enforce these policies bypenalising them for
digressions. Furthermore, the principal can also block some ways of data trans-
mission by technical means, e.g. not accept mail from employee’s private de-
vices. The game allows the player to take the principal’s point of view and
employ both of these mechanisms to explore their impact on the behaviour of
employees and on the company’s financial performance.

6.2 Model-based Evaluation

In this section we illustrate how the modelling approaches described in Sec-
tion 5.2.2 can be used in the evaluation of the tradeoffs between security and
performance when establishing trust domains in a scenario where there is no
specific technology support. That is, while we assume that there are mecha-
nisms for securing and restricting information-flows, unlike with the approaches
described in Sections 6.3 and 6.4 these mechanisms are not integrated in a so-
lution that revolves around trust domains principles.

We use the Mergers and Acquisitions (M&A) example, as introduced in
Chapter 1: Two companies want to merge, and are supported by abank, which
employs the services of external accountants and lawyers tohelp with some
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steps of the process. From the point of view of the information flows between
different organisations, this process can be broken up intoseven steps:

1. The bank contacts the companies to obtain required data.

2. The companies respond with the data.

3. The bank forwards the data to a external analysts.

4. The external analysts respond with their reports.

5. The bank contacts a lawyer and requests a contract to be drawn up.

6. The lawyer responds with a contract.

7. The bank forwards the contract to the companies to be signed.

For simplicity, we assume that in each of these steps the sender has the choice
between the same three means of transmitting the data:

Print and Post. With this mode, the sender first prints the documents and then
uses a courier service to deliver it to the recipient. Whilst the transmis-
sion is secure from leakage, this mode is also very slow.

Public Cloud Document-Sharing Service. With this mode, the sender uploads
the documents to a service in a public Cloud, such as DropBox or Google-
Docs, whence the receiver can download them. This mode is very fast,
but can be expected to be very insecure, as the provider of thepublic
service has access to the data, and attackers might also be able to gain
access.

Virtual Clean-Room via Locked-Down Virtual Machine. With this mode, the
data is stored on a server at the bank. The server can only be accessed by
a virtual machine provided by the bank. This virtual machineis locked
down such that data cannot be exfiltrated from it by an attacker. This
mode is very secure, but involves additional start-up costsfor installing
and running the virtual machine, and is therefore relatively slow, when
compared to the Cloud service.

The properties of the three transmission modes are reflectedin the parameter
settings on their outgoing edges: Highly secure modes have higher attack costs
than insecure ones, and faster modes have higher information-flow rates than
slower modes.

We furthermore assume that the workflow has to be finished within a cer-
tain timespan. We then want to find policy settings that discourage users from
using insecure modes, whilst also ensuring that the processis finished within
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the allotted time. The penalty settings on the arcs are used to express different
policy choices, i.e. we assign high penalties for connections to/from nodes that
are undesirable. The cost function is defined such that it returns very high costs
if the time available for the workflow would be exceeded, and aweighted sum
of the expected time to completion and the penalties otherwise.

Figure 6.2 illustrates the resulting information flows for one setting. In all
steps, the bank is on the left-hand side, while the other party is on the right-
hand side. The policies are set such that the virtual clean-room solution is
preferred. We observe that in Steps 1–6 the parties follow this policy. However,
in Step 7 the data is being transmitted through the Cloud service. This is caused
by the fact that in this step the virtual clean-room solutionis too slow to enable
the completion of the workflow, and a faster solution is required. This can be
interpreted as the case where the employees run out of time and therefore use
a faster method, even though it presents a higher risk. We could try to enforce
compliant behaviour by more restrictive policies. In this scenario, however, we
would not be able to find a better solution, as the timespan forthe process is
too short to be finished by exclusive use of the virtual clean-room.

6.3 Trust Domains in Conference Organisation:
ConfiChair

In this section we describe the ConfiChair conference reviewing system. Our
discussion follows the presentation in [ABR12]. In [ABR13]the approach has
been generalised to a wider range of competition problems, such as procure-
ment or employment.

The ConfiChair approach addresses the problem of managing the review
process for scientific conferences using an untrusted Cloudprovider for stor-
age and processing. The goals of the system are to ensure thatthe Cloud
provider cannot access the contents of papers and reviews stored on its plat-
form, and that it cannot infer reviewer-author relationships, i.e. that the Cloud
provider cannot infer which reviewer reviewed which paper.At the same time,
the Cloud provider should be able to provide storage and processing, such as
the forwarding of data and the computation of statistics. The system achieves
this by employing strong encryption on contents of papers and reviews and
by using anonymised identifiers that are mixed between steps. The process is
described in detail in [ABR12, ABR13]; here, we consider it from the perspec-
tives of the users of the system:
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}
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Parameter Fields

PARAMETERS
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Parameter Fields
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}
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Parameter Fields
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Step 4: Send Analysis

Parameter Fields

PARAMETERS
timeout=44.0718562874

RESULTS FOR USER
Average time=11.976047904191617
Setup costs=0.0
Combined costs=11.976047904191617
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}
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PARAMETERS
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RESULTS FOR USER
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Setup costs=0.0
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}
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Step 6: Send Contract

Parameter Fields

PARAMETERS
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RESULTS FOR USER
Average time=11.976047904191617
Setup costs=0.0
Combined costs=11.976047904191617
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+policy=-1

+policy=-1

+policy=-1
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COST FUNCTION
if (parameters[’expectedCompletionTime’] > options[’timeout’]) {
  999999999.99;
} else {
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}
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Step 7: Finalise M&A

Parameter Fields

PARAMETERS
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RESULTS FOR USER
Average time=0.5
Setup costs=20.0
Combined costs=20.5
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+policy=-1

+policy=-1
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+policy=-1

COST FUNCTION
if (parameters[’expectedCompletionTime’] > options[’timeout’]) {
  999999999.99;
} else {
  parameters[’expectedCompletionTime’]+ parameters[’actionCosts’];
}

Figure 6.2: Information flows in the M&A setting, modelled bythe AMG tool.
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Theconference chairfirst creates a symmetric keyKconf and a public/pri-
vate key pair for the conference and sendsKconf to the reviewers through a
channel that cannot be accessed by the Cloud provider. The chair then waits
for papers to be submitted by the authors. Eachauthor encrypts their paper
with their own key and encrypts this key with the public key ofthe conference.
Both the encrypted paper and the encrypted key are then uploaded. During the
paper submission phase, a database of paper keys encrypted with the public
conference key and a database of papers encrypted with the paper keys are cre-
ated at the Cloud. Each paper in the database is assigned a unique identifier
λ . In order to initiate the review phase, thechair downloads the key database,
decrypts its contents using the private conference key, assigns a new identi-
fier µ to each identifierλ , and re-encrypts the contents with the symmetric
conference keyKconf. The modified database is then uploaded to the Cloud.
Referring to the entries of this modified database, the chairassigns reviewers
to papers using the identifiersµ . The Cloud then notifies reviewers of the pa-
pers that have been assigned to them and forwards the encrypted keys for these
papers. Thereviewersdownload the database of encrypted papers, decrypt the
encrypted paper keys (using the shared conference key), anddecrypt the papers
assigned to them. After reviewing, they encrypt their reviews with the confer-
ence key and upload them again. The reviews are referred to bythe identifiers
µ , and hence the Cloud cannot infer which paper (identified by identifierλ ) a
particular reviewer has accessed. In the final stage, thechair creates a notifica-
tion for each paperλ , encrypts it with the paper’s key, and requests the Cloud
to forward the notification to the appropriate author.

Formal Verification of Security Properties ConfiChair aims to protect con-
tents of papers and reviews from being accessed by the Cloud,and to prevent
the Cloud from linking authors and reviewers. These properties are formally
verified in [ABR12], using the ProVerif tool [BAF08, Pro]. Here, we give a
very short summary of the underlying modelling method

In the proof of the required properties, the concept ofobservational equiva-
lence[RS11] is applied. That is, it must be shown that two executions of the
protocol with different inputs are indistinguishable fromthe point of view of
the Cloud. For instance, in order to prove that the contents of papers cannot
be accessed by the Cloud, it must be proven that the Cloud provider cannot
distinguish an instance where an author has submitted the paper P from an
instance where the same author has submitted a different paper P′.
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In order to prove the desired properties, the ConfiChair protocol is mod-
elled using the ProVerif process calculus. In this calculusthe evolution of the
system is described in terms of processes, messages and termevaluations. The
resulting model, along with the desired property (i.e., observational equiva-
lence), is then submitted to the ProVerif tool, which returns whether the prop-
erty holds.

In the ConfiChair system, trust is established by the users trusting in the se-
curity of the protocol, and trust in the security of the system is based on trust
in the validity of the proof. The security of the protocol hasbeen proven by
formal verification in [ABR12]. ConfiChair thus enables the creation of trust
domains with guaranteed security properties. Note, however, that in order for
the proof to be valid the workflow must be known beforehand, and it must be
guaranteed that all participants follow this workflow. If the former does not
hold, then the model cannot be formulated, if the latter is not satisfied, then the
protocol that is executed is not the same as the one represented by the model,
and therefore the statements derived from the proof do not hold. ConfiChair
and the modelling applied to prove its properties thus support trust domains in
scenarios where there is a fixed, well-known workflow.

6.4 Trust Domains in General Collaboration: TCS

In this section we discuss the Trustworthy Collaboration System (TCS), a sys-
tem for general, light-weight collaboration between individuals and organisa-
tions. The TCS supports the user in sharing data in a trustworthy way by pro-
viding mechanisms for secure sharing and model-based decision support both
at design-time and at run-time of the system. In contrast to the ConfiChair sys-
tem discussed in Section 6.3, the Trustworthy Collaboration System assumes
an open scenario where only very little control can be exerted on users. In such
a system the establishment of trust is vital to the operationof the system; at the
same time, the flexibility inherent to the system proves challenging.

The collaboration platform offers elegant sharing optionstogether with an
attractive user interface that can be used across a wide range of stationary and
mobile devices, thus providing the user with an easy, efficient way of sharing
data and documents. The platform complements these attributes with explicit
support for trusted sharing of information, made possible by the following
features:
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6.4. Trust Domains in General Collaboration: TCS

1. Model-based decision support during setup. Users wishing to set up a
collaboration will be offered a number of different optionsand also need
to decide on membership criteria. Users are supported in their choice
of enabled context groups by a model-based approach that predicts and
displays the performance, dependability, and security properties arising
from a particular choice of context groups and anticipated user charac-
teristics.

2. Model-based decision support during operation. During operation, user’s
choices of who to share documents with when and using which method
are supported by model-based predictions of the resulting trust proper-
ties. Users can therefore make informed decisions based on whether the
predictions are sufficient to meet their expectations.

3. Monitoring of the security state of client devices. The collaboration plat-
form aims to monitor the security state of client devices, and uses the
state information to display the current security properties of the sys-
tem. Using this information, users can assess whether the system is
sufficiently trustworthy to be used for the specific task at hand. Further-
more, monitoring data is used both in establishing a provenance trail and
in predicting the impact of decisions on the trust properties of the system

In the following we first describe the scenario we use for illustrating the prin-
ciples of the Trustworthy Collaboration System and then discuss the operation
of the system.

6.4.1 Scenario Description

In our discussion of the TCS we focus on the following application-scenario:
An individual giving a presentation wants to present some documents and data
for access via a web browser, as some parts of the audience maynot be present
in the same location. The presenter does not trust everyone in the audience
to handle all of the presented material securely, and therefore would like to
be able to restrict access to some parts of the presentation.Furthermore, the
presenter wants to be able to base the decisions on who to share with on a
measure of the trustworthiness of that person.

6.4.2 TCS Workflow

Figure 6.3 illustrates the workflow when using the Trustworthy Collaboration
System: First, the creator of the trust domain (who need not be identical to
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Parameters

Online Model−Generation
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Create Trust Domain

Trust Engine

Gnosis++ Model

TD Security Properties

Share Document

Intended Recipients

TCS Gateway

Browser & Plugin Data

Trustworthiness Values

Figure 6.3: General schema of the TCS System.

the presenter) connects to the TCS Gateway and requests a newTCS instance.
The creator can then customise the instance by selecting theaccess-control
level and by parameterising thetrustworthiness computation functions. The
access-control level can be chosen between public, semi-private and private.
The trustworthiness computation function is used in theTrust Engineto com-
pute the trustworthiness of connected users. The function bases the trustwor-
thiness of the user on the browser they are using and on the list of browser
plugins. The creator parameterises the function by assigning trustworthiness
values to a selection of browsers and plugins. These values can be based on the
creator’s subjective assessment of the trustworthiness ofeach of these choices,
and are generally guided by the policy of the organisation. For instance, an or-
ganisation may stipulate that only the Firefox Web browser without the Flash
plugin is considered secure, and the creator would then set the trustworthiness
values accordingly.

In the next step the creator requests feedback on the security of the chosen
settings. This data is generated by evaluating a Gnosis++ model in the back-
end. The Gnosis++ model represents attendees as agents, using templates to
describe classes of attendess, and simulates the behaviourof the agents during
the meeting and for a time afterwards. Agents may share the data, or they may
leak it inadvertantly. The likelihood of leakage is influenced by the chosen
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parameters, i.e. a more secure choice will lower the likelihood of leaks occur-
ring. From evaluation of the model the distribution of the number of leakages
is obtained and displayed to the creator.

At run-time the presenter connects to the newly created TCS instance and
invites audience members, by communicating the URL of the instance to the
audience. The URL may be communicated in text form, or it may be shown
as a QR code, which enables easy sharing of the URL information when au-
dience members are in the same location. Audience members connect using
their browser and are then shown the shared material. As the presenter pro-
gresses through the material, the display is being updated on the audience’s
devices automatically. The TCS monitors the browser and thebrowser plugins
employed by the user and stores this data in the Trust Engine.This data can
easily be obtained from the HTTP headers sent by the browser.

For each page or slide the presenter may select which audience members
it is to be shared with, on an individual basis. This choice ismade based on
the trustworthiness of the recipients and on predictions ofthe information flow
resulting from sharing the document. The trustworthiness of the recipients can
be requested from the TCS system and is displayed in a colour-coded way. The
value is computed by the Trust Engine, using the trustworthiness computation
functions defined earlier. That is, if a user is using a browser/plugin combi-
nation that is not considered trustworthy, their trustworthiness value will be
low. The information-flows resulting from a choice are displayed by a colour-
coded representation of the expected probability of an entity getting access to
the data. This data illustrates to the presenter the impact of their sharing de-
cision, i.e., the presenter will be shown who the data may be flowing to as a
result of their decision, and can accordingly revise their decision. The informa-
tion flow is computed using the online-modelling generationtool (OMG Tool),
which we described in Section 5.2.3. The model considers three sets of users:
The presenter, the set of intended recipients, and the set ofunintended recipi-
ents. It is assumed that data can flow directly from the presenter to the intended
recipients. Each intended recipient is also connected to the set of unintended
recipients. The rate of data-flow along each of these latter edges reflects the
trustworthiness value of the originator: Intended receipients with a high trust-
worthiness value have a low rate of leakage, while low trustworthiness implies
high leakage rate. By solving the resulting OMG model, likely data flows are
identified. These are illustrated by the likely distribution of data. Based on
the displayed output, the presenter may then decide not to share a page of the
document with a specific member of the audience, or to requirethem to first
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6. TRUST DOMAINS IN PRACTICE

change their browser, such that it complies with the requirements (resulting in
an increase in trustworthiness).

* * *
In this chapter we have discussed several practical approaches for trust do-
mains. These span the range from informal methods aimed at improving com-
munication and enabling exploration to systems developed specifically for sup-
porting trust domains in practical scenarios.
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[TBT06] Axel Thümmler, Peter Buchholz, and Miklos Telek. A Novel Approach
for Phase-Type Fitting with the EM Algorithm.IEEE Trans. Dependable
Secur. Comput., 3(3):245–258, 2006.

[TCG] TCG Infrastructure Working Group. Trusted Multi-tenant Infrastructure
Specifications.https://www.trustedcomputinggroup.org/developers/
trusted multitenant infrastructure/specifications. (Retrieved 15
February 2013).

[Tru07] Trusted Computing Group. TCG. TCG Specification Architecture
Overview. Revision 1.4., revision 1.4 edition, 2007.

[Tun11] M. Tunley. Need, greed or opportunity? An examination of whocommits
benefit fraud and why they do it.Security Journal, 24(4):302–319, 2011.

[VMW] VMWare. VMWAre. VMware Virtual Networking Concepts Information.

[vR] Reinout van Rees. Clarity in the Usage of the Terms On-
tology, Taxonomy and Classification. Available athttp://www.
reinout.vanrees.org/ downloads/2003 cib.pdf (10 March 2014).

[WE05] Y. Wang and H. Emurian. An overview of online trust: Concepts,ele-
ments, and implications.Computers in Human Behavior, 21:105–125,
2005.

147



BIBLIOGRAPHY

[Wil06] R. Willison. Understanding the perceptions of employee computer crime
in the organisational context.Information and Organisation, 16:304–324,
2006.

[WS09] R. Willison and M. Siponen. Overcoming the insider: reducing employee
computer crime through situational crime prevention.Communications of
the ACM, 52(9):133–137, 2009.

[Zha10] S. X. Zhang. Talking to Snakeheads: methodological considerations for
research on Chinese Human Smuggling. In W Bernasco, editor,Offenders
on Offending. Willan, Collumpton, 2010.

148










