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Foreword

We live in a world where the physical and digital have becontevimed. From
the sea of sensors that monitor almost everything we canifmaxyonitoring,
to the computers that collect, store and process all therirdtion, to the clever
analytic software that draws conclusions, every aspectiolies is mediated
in some way by the digital. And whether it is food being daleetto the local
store, planes landing safely, the scanner in the hospitadjiing correctly, or
the financial markets not collapsing, increasingly we aragetely dependent
on all this technology behaving in some reliable way.

The pace of technology change shows no signs of slowing, fzancext
ten years are as likely to be as transformative as the lastXetwith each
new wave of technology we do not completely get rid of whatrisay there,
building an ever increasingly complex world where our dejggrte on tech-
nology increases, but worryingly where we understand leddess about how
it all works.

And whether it is criminal, activist or government activityardly a day
goes by without stories of cyberattack in some form, indregeur concerns
as to whether we really can depend on all these online systems

This mix of increasing complexity, lack of understandinggdadversaries
who we believe might be smarter than us, gives rise to a gestad anxiety.
Anxiety that is easily compounded by movie scripts that phexckers and
government agencies as capable of completely controliimgiigital world.

We desperately need the concepts that will help us build aatyse sys-
tems in ways that reduce complexity, increase understgratid reassure us
that attackers can only disrupt those systems in limitedsw&ye would like
to be able to trust all this technology in some way.

Yet trust is one of those slippery terms in information séguhat we
all recognise and agree is important, but we have real difficwailing down
exactly what trust means, how we might measure it and how weusa our
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understanding of trust to greatest effect to better prabecassets that we value
most highly.

It does seem clear that today the need for trust is presemmiosh every
aspect of life, and that this is reflected in the way we work lao we organ-
ise our business practices. As the world begins to expegianainprecedented
level of highly targeted, sophisticated attacks on our cmafe networks and
systems, knowing who, what and when to trust is criticallpartant. Yet
‘trust’ is used to cover a wide range of concepts. When we dansiomput-
ing systems, some argue that the concept of trust is irneleperhaps even
dangerous, that systems should be designed around gueddntectionality,
and that we should avoid security that ‘cannot be measu@tiers claim that
it is impossible to ignore trust, and that trust is a fundatalecomponent of
any system that involves humans in a decision making orcatitiole. It is
fairly obvious they are not talking about the same thing.

Trust, when used in the context of trusted or trustworthy gotimg plat-
forms, is very much about technological guarantees. Antlimmgense these
technologies perform well, since their performance can basured, metrics
established, and a quantitative statement about trust mitldeeliability. But
every system has its Achilles heel, and for many it is the ‘anrim the loop’
that raises questions and introduces doubt. Unfortunatelyare a long way
from adequately connecting the dots from low level systenasueements,
up through the technology stack, to how users think aboutatles they are
carrying out and either follow or circumvent the rules andm® others are
expecting them to follow.

Throughout, a question that remains to a greater extentswered, and
one that research on trust can address, is whether a depgnoenrust is
good — or bad. Can trust help us achieve a higher level of g#garrshould
we make every attempt to rid trust from our vocabulary?

One reason why trust is so troublesome is that humans aredintable.
Nevertheless, humans do respond well to their environm&hky identify
and react to changing priorities, and offer invaluable Béiy. Being able
to recognise situations where human intervention is vdéuabd positive, or
even facilitate the formation of such situations, is a pdulerapability.

Itis a common expectation that people will behave in predhiet ways thus
providing organisations with the reassurance that paliaied procedures will
work as anticipated, an important consideration at a timenwtyber security
is at the top of every CIO’s priorities list. Predicting belwr, though, is not
an exact science. And this means that within an organisitiowing when to



let go and when to exert tight control is seen as much of arsarisgience. But
by understanding the range of possible outcomes that msg atien relaxing
or reinforcing practices, we move towards ‘informed chbicgnd with this
new knowledge we have a better understanding of whethetirexisecurity
techniques can help us or if new concepts are needed.

The Trust Domains project sheds light on all of this and dmy&lour un-
derstanding of the role that trust plays in a corporatersgttivhere rules and
roles dominate the management of risk, but where rule-lmga& not uncom-
mon.

As the world becomes more complex and experiences new ahty tag-
geted forms of cyber-attack, research that advances oerstatiding of where
and how we should direct our security efforts is an impeea@nabling organ-
isations to be better positioned to survive what many espeg saying is the
inevitability of either system failures of, or major attaadn, our online infras-
tructure with severe consequences for all of us.

Martin Sadler, OBE

Vice President and Director,
Security and Manageability
HP Labs
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Introduction

Trustis a prerequisite for collaborative human action dfidient co-operation.
This fact is of particular importance when collaboratiomiediated by infor-

mation technology, where new domains of interaction arestzmily created

within, between, across, and orthogonal to predefined sgaonal processes,
boundaries, and solutions, leading to challenges for tla¢ysis, design, de-
ployment and assessment of collaborative IT systems.

Trust Domains are an emergent concept for addressing thedlertges.
Traditionally, IT systems have been described in terms agsital attributes
such as functional composition, reliability, and securithis, however, is too
narrow a view for determining the level of trust that all papating entities
can have in each other and in the underlying technical itrfreire. There-
fore, the trust domains concept also looks at co-factors aséncentive struc-
tures, mutual expectations, reliance, and assurance. déeiggto develop
novel approaches that explicitly address the issue of redde user expecta-
tions when describing and designing collaborative infdramasystems.

This book presents the results of the Trust Domains progettiree-year col-
laboration between HP Labs, Perpetuity Research Limitethr@ University,

Birmingham University, Aberdeen University, and UnivéysTollege London,
funded by the UK Technology Strategy Board (TSBJhe book is aimed at
the professional working in the security field, both from deaia and from
industry, who wants to understand the basics of trust dosn#tire challenges
they pose, and the ways in which the Trust Domains projeatesded them.

1Trust Domains: A Framework for Modelling and Designing Ex@ze Infrastructures for
Controlled Sharing of InformatiqriT SB Project Number TP/400206
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Figure 1: General Structure of the Book.

The general structure of the book is illustrated in Figure 1:

In Chapter 1 we set out with a high-level guide to the insigfaimed from
the Trust Domains project. We discuss requirements for apedas of trust do-
mains from a criminological and sociological perspectidentifying require-
ments for establishing trust and factors that undermirst.té¥e then consider
how modelling can help with establishing and evaluatingttdomains. Fi-
nally, we describe the application of these principles cfice. Each of these
areas is then discussed in more detail in the following @rapt

In Chapter 2 we approach the question of trust domains frootmlegi-
cal and criminological perspective. We discuss the dedinitif trust and study
frameworks for criminological studies. We then presenights on the be-
haviour of offenders and of the defenders of trust domainkidentify main
requirements and problems with trust domains. These itsmlide our fur-
ther studies throughout the book.

In Chapter 3 we describe a semantic model for trust domaihis model
is built upon standard semantic modelling techniques amgl#fies commu-
nication about the requirements for and the actual impléatiem of trust do-
mains at the social, services, and infrastructure layarpatticular, the model

viii



enables us to identify the technical components requiresipport trust do-
mains.

Chapter 4 then provides a survey of components for trust d@ma@he sur-
vey is followed by the presentation of a technology refetceds a hypervisor
that supports monitoring of the system state of client desvic

Chapter 5 addresses the issue of modelling for trust domdm®rder
to understand the operational properties of a trust donaaid,to support the
designer and the users we apply several modelling appreachese are com-
plementary to each other, in that they provide verificatibsexurity proper-
ties and evaluation of security and performance, both agdesne and at
run-time.

The application of the insights presented in Chapters 1-@issussed
in Chapter 6. Here, we first present an approach for commtimicrust do-
mains principles at the sociological level. We then disdhssapplication of
design-time modelling in a particular scenario where theneo specialised
trust-domains support available. Finally, we present tysieams that specifi-
cally support trust domains in very different applicaticesarios: ConfiChair
is a tool for managing the review process of conferences. radpg under
strict assumptions, it is possible to prove that the prdtased in ConfiChair
is secure. The Trustworthy Collaboration System, on therdthnd, supports
simple and trustworthy document sharing under loose cainss: While the
system is not provably secure, it supports the user in magaagl decisions
for establishing and maintaining trust.

The work presented in this book is largely based on the dalbles pro-
duced by the project and the publications of the academim@ar. As the
presentation here is given in summarised form, throughwbbok we refer
the reader to these sources for the details.

Acknowledgments
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Ruan, and all of our interviewees as well as the participafitse International
Workshop on Cloud Technologies and Trust Domains. Furtbesnpwe would
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Chapter One

A Guide to Trust Domains

This chapter provides a broadly accessible discussionedkely findings pre-
sented in this book. The chapter, while also serving as aaduattion to the
more detailed chapters that follow later, is intended prilp#o be an easy-to-
follow stand-alone guide to the many important insights1gdiin the course
of the project. Thus, we aim to give a broad overview, andrrife reader to
later chapters for the fine details.

This chapter is structured as follows: We start by first idtrcing the con-
cept of Trust Domains (Section 1.1) and then describe isstigsist arising
from empirical studies (Section 1.2). In Section 1.3 we uschow modelling
helps establish trust. Finally, in Section 1.4 we descnbe applications of
trust-domains principles in practice.

Example: Mergers and Acquisitions Process

Throughout the chapter we employ a typical workflow to iltag the con-
cepts. This workflow, referred to as the Mergers and Acdaisit (M&A)
workflow, is follwed when companies merge with one-anothie@re acquired.
In this example, company A intends to acquire and merge witbnapany B.
Company A draws on the services of a bank to support this psp@ad also
needs the services of lawyers and external analysts. THeHzemnthe task of
contacting all parties, analysing data and preparing tepand finalising the
contract. The workflow is as follows: First, the bank corgdmth companies
and requests necessary data. This data is then analysédindmuse and
by external analysts. Based on the reports, lawyers areciat to draft a

1



1. A GUIDE TO TRUSTDOMAINS

contract, and the contract is then forwarded to the compameorder to be
signed.

While this workflow is intentionally simplified for the exanglit captures
the fundamental problems that can be addressed by conceptsTfust Do-
mains: Individuals from distinct organisations that dometessarily trust each
other on all accounts need to cooperate in order to completecess, and in
all steps of the process sensitive data needs to be protected

1.1 Definitions: What is a Trust Domain?

One of the insights from the Trust Domains project is thattémm Trust Do-
main may be defined in various ways. Each definition focusses dardift
aspects of the concept, and hence leads to different wapinéfrig about and
different approaches to solving problems involving Trusiniains. As any
attempt to merge the definitions would necessarily lose safntige clarity of
each individual one, we first present them side by side, a@d discuss their
relation to each other in detail.

Definition 1: A Trust Domain is where information that is designated torbe i
some way privileged is subjected to access controls or airype of
protection.[GC13]

Definition 2: We consider a Trust Domain to be the state and processes that
allow resources to be shared between entities that are mendie¢he
domain, and where these entities have an expectation ofeahitbit,
shared and predictable behaviour to protect the resourfcis13, KM12]

Definition 3: A grouping of two or more entities that share the same level of
expectation regarding security of information that theghwio exchange
with one anothefCG12, MKBN12]

Definition 4: In systems of interacting agents, an individual or groupg#rats
may establish a part of the system, or a collection of ageittimthe
system, that it trusts. Similarly, a system’s designer onagar might
establish a collection of parts of the system such that,iwihy given
part, the agents trust one another. We shall refer to suchra gfathe
system, or such a collection of agents, as a ‘trust dom§CP13b]

These definitions have in common that in all of them a groupntities or
actors comprising the trust domain is distinguished frolreoentities. This
distinction is usually enabled or supported by technicakinseand enables the

2



1.1. Definitions: What is a Trust Domain?

members of the Trust Domain to collaborate. Furthermorepraling to these
definitions a Trust Domain is characterised by the assumpfibomogeneous
behaviour within the domain. This assumption is made eitfdicDefinitions
2 and 3, and is implicitly contained in Definition 4 by the trtisat members
of the Trust Domain place in each other, and in the fact thantembers of
the domain have access to privileged information in Debinitl.

On the other hand, the definitions differ with respect to Wwhaspects of
the concept they focus on. In particular, we may identifyedénces in what
each definition considers to be ttefining feature of the concepind in how
the definition enables thdistinction between the inside and the outsidex
Trust Domain.

According to Definition 1, a Trust Domain protects privilegmforma-
tion by some sort of controls. Theefining featurds thus the existence of
privileged information and its protection by such controBBefinition 2 also
considers the existence of mechanisms for controllingssciceorder to define
the concept, but puts stronger emphasis on the fact that ttedrols enable
sharing. That is, Definition 1 focusses on retectionof information from
access by non-members, whereas Definition 2 focusses ah#ning of in-
formation between members of the domain, which becomesipedsy the
fact that protection is guaranteed. Both definitions thusi$oon the controls
that establish the Trust Domain. Additionally, Definitioe@phasises that the
members of the domain share expectations concerning tbhaviour with
respect to protecting the shared assets, and exhibit trevioein expected by
others. In contrast, Definitions 3 and 4 employ a perspettiseemphasises
the importance of the entities of the domain and their exgiexts, rather than
of the controls. Definition 3 sees Trust Domain as a group tfies sharing
a level of expectation on the security of data they share eatth other. Def-
inition 4 is similar, in that here the fact that the entitiasst each other is the
defining feature. Both definitions emphasise that membetsalomain make
assumptions about other members that potentially infludreiebehaviour. In
particular — and joining up Definitions 3 and 4 to Definitionarid 2 —, shared
expectations and trust in other members make enabling aitoqwivileged
information feasible, and allow members to share inforamathat they would
otherwise not be willing to share. On the other hand, therotsipostulated
by Definitions 1 and 2 support, and often enable, the sharpeogations and
the trust that Definitions 3 and 4 consider to be the definiagufes of Trust
Domains.
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We now turn our attention to the membership criterion, thatording to
the definitions, determines tliieside and outsidef a Trust Domain, i.e. the
distinction between entities that are members of the domaihentities that
are not. In Definition 1, access controls define this boundanyone that is
granted access to a Trust Domain by the access controls imbenef the do-
main. This definition thus emphasises the importance ofrotin practice.
Definition 2 adds the notion of expected and exhibited behaviEntities may
become members of the domain by gaining access, but theydséigo share
the expectations of other members regarding the resoune¢site available
in the domain, and fulfil these expectations. In contrash&ofirst two defini-
tions, with Definitions 3 and 4 membership of the domain iyyadtermined
by properties of the entities, and not by controls. With D&én 3, an en-
tity can be considered to be inside a Trust Domain if it exp#oe same level
of security (with respect to shared information) as othemipers of the do-
main. With Definition 4, all entities that trust each othemfioa Trust Domain.
Note that only the membership criterion of Definition 2 conds expectations,
fulfilment of expectations, and access controls; all othedfinitions focus on
either expectations or controls, and none of them explicgtjuires fulfilment
of expectations.

Example: Mergers and Acquisitions Process

In the Mergers and Acquisitions (M&A) example, large amauritprivileged
information exist. For instance, intellectual propertytbé companies may
need to be exchanged as well as personally identifiablenv#ton (PIl) and
internal business performance data. Furthermore, evefath¢hat an M&A
process takes place is usually privileged, in that it magcifé.g the stock price
of the companies involved. All of this information is usyafirotected by ac-
cess control mechanisms, which involve physical, orgdioisal, and techni-
cal means. Therefore, considering the location of accassatanechanisms,
we may easily identify many Trust Domains according to D&6nil in this
scenario: Each organisation (e.g. a company or the banlsyitates a Trust
Domain, and the whole process is also a Trust Domain. Fumihey, as data
is shared between organisations, and typically protected &ccess, the indi-
viduals working on shared data are also members of a sepateseDomain.
Following Definition 1, anyone who is granted access by th#&rob mecha-
nisms is de facto a member of the Trust Domain; thereforezdéss control
mechanisms are too loose, organisations or individualseaaily become un-

4



1.2. Defenders and Offenders

intentional members of a domain. For instance, consideshrited by a com-
pany with the bank’s team of employees assigned to a specéis.NBoth the
company and the bank’'s M&A team are then intentional memabkifse Trust
Domain for this data. However, if the bank stores this data database open
to all its employees, de facto the whole bank becomes a meaofiltieis Trust
Domain.

The same Trust Domains can be identified using Definition 2wéder,
since Definition 2 additionally requires shared expecteti@garding behaviour
and fulfilment of these expectations by all members of thesffRomain, in
the example of PIl sharing there would only be a Trust Domfgither the
company expected the bank team to share information wittérbank, or if
such sharing was effectively prevented by access controhargésms.

Applying Definition 3, Trust Domains in the M&A example colde iden-
tified wherever organisations or individuals intend to shadata and have the
same expectations regarding the security of this data.gdkimexample of PII
sharing between a company and the bank’s M&A team, if the @mypxpects
the data not to be leaked to outsiders, we might identify aflwmain here,
even if the bank’'s M&A team shares the data internally thieg the bank.

Finally, Definition 4 focusses on trust between the potémtiambers.
Therefore, in each interaction between organisationsdiviofuals in the M&A
example where all parties trust each other a Trust Domadorisdd. Thus, the
situation where PII is shared within the bank may still forvaéid Trust Do-
main even if this is unintended behaviour from the point @éwiof the com-
pany. As long as the compatruststhe bank’s M&A team not to share that
data internally, the requirements on a Trust Domain arefgadi

1.2 Defenders and Offenders

In addressing Trust Domains, the perspectives of the defemdlegitimate
owner or user of the Trust Domain and that of the attacker imeisbnsidered.
To date, much of the work on privacy protection and inform@agecurity takes
very little account of criminological thinking. The thrgadsed by insiders, es-
pecially when working in collusion, presents one of the naastgerous threats
to a Trust Domain. The discipline that is closely involvediirderstanding the
types of illegal threats to entities is criminology. Criralagy helps to ex-
plain what causes or triggers crime, the ways in which crgrewnducted, and
how crime might be prevented. In this section we summarisiglrs gained
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from interview studies in organisations that rely on trusd avith offenders
convicted for fraud.

1.2.1 Organisations’ perspectives on Trust Domains

In interview-based studies with a wide range of organisatizve gained a
number of insights into how organisations perceive issddsust and Trust
Domains:

Trust is an enabler, and a positive sign or gesture. Trust allows people
and processes to evolve to meet the challenges of the clmpaguironment
in which most organisations operate, and it builds socigitah including

motivation and loyalty among staff. Thus, high-trust sysdeare desirable
from an economic point of view.

A key element of security measures is that they depend on tras This
takes a variety of forms, including trust that problems e properly as-
sessed; trust that appropriate measures will be recomrdetrdet that these
will be specified, constructed and implemented effectivielyst that they will
be managed to good standards; trust that those who benefitsentieasures
will not set out to undermine them; trust that all people \w#lp to identify
weaknesses and report them; and trust that those respaniflidg so appro-
priately.

Trust Domains are under threat. There are a number of threats and vulner-
abilities to a trusting environment or a Trust Domain, imlthg weaknesses in
the design of the domain or of the technology to support iprerby users,
and the actions of those who deliberately seek to underrpie#hier from in-
side, from outside or by collusion between the two. Fraudsibuse trustin
Trust Domains and pose a major threat to Trust Domains. Theaththat are
of primary concern are insider fraud, theft (including aslbn with outsiders)
of information that may impact on the share prices of the misgdion, and
exploitation of residual or unanticipated risks or vulrzslities.
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1.2.2 Behaviour of Offenders

Understanding how fraudsters operate, their modus-ogetie opportunities
they look for, and their personal perception have a sigmifibearing on how
trust domains should be designed.

Offenders need certain skill sets to complete an offencedelstanding
these skill sets presents preventive opportunities. Aliagrto our interviews
with convicted fraudsters, fraudsters’ behaviour can tseideed in five steps:
First, the offender chooses the target. Second, the offexade up the offence.
The next step is the comitting of the actual fraud, followgdgetting away.
The final step is the disposing of the goods. We describe ddbbse steps and
what can be learned from them with respect to Trust Domaittgsifiollowing.

1. Choosing the target From an offenders perspective there are typically
two key features of a target that make it attractive: Fifdsat the target has
a value to the offender, and second, that the target is @ietri.e. that the
goods can be obtained with a low risk of being caught, praselcand/or con-
victed. Trust Domains thus become a worthwhile target winey tontain
something that an offender wants and feels he or she cansietllyyaccom-
panied by a perceived low risk of getting caught and/or protesl/convicted.

Insights for Trust DomainsA key feature of a trust domain is restricted
access, and there are two important issues here. The fitst isriteria for
choosing which individuals will be permitted access. Selde robustness of
the access controls: that is the degree to which they areegyogpecified, are
fit for purpose, effectively managed and from a human faqterspective are
properly integrated into the working lives of people. Onceess is permitted,
a number of additional issues become important. This iredudhe effective
monitoring of the integrity of those with access, monitgriof any changes
in the types of threats that are being faced, and ongoing toramg of the
effectiveness of the protection measures.

2. Setting up the offence Most often when a fraud is committed, some type
of planning or preparation is required. Those planningrafés benefit from
gathering information about the target. Technical infatiorais readily avail-
able on the Internet to enable motivated fraudsters to leanwnto commit of-
fences, the question is, how effective is this informationargeting different
types of trust domains?



1. A GUIDE TO TRUSTDOMAINS

Insights for Trust DomainsUnderstanding what is valuable to offenders
within trust domains, and the sorts of groups this would bimtafrest to, may
help to identify where the risks are the greatest. Regusirassessments of
vulnerabilities, including the close monitoring of thoshaare best placed to
undermine trust, will often be crucial. Likewise, ongoingsassment of the
effectiveness of security measures is important.

3. Committing the fraud  In committing the fraud, offenders favour anonymi-
ty. It is somewhat ironic that those in whom extensive tregilaced, because
it is essential for doing business, represent one of theegedasks when they
abuse that trust for illicit gain. This is not just about seity — working in
isolation and undertaking segregated duties with minimvargight play into
the hands of those who wish to commit offences at work. Thdeewndertake
duties every day become experts both in the tasks they @hkeesind the gaps
that can be exploited. Losing sight of this point represents of the big dan-
gers for undermining trust domains from the inside (by featihg outsiders
via collusion).

Insights for Trust Domains:As in Step 2, understanding who is in the
most vulnerable positions, and applying auditing to thessitipns as part of a
risk-management strategy may help with detecting and ptengefraud from
happening, and thus with protecting trust domains.

4. Gettingaway The fraudster needs to avoid capture, which includes avoid-
ing detection of the offence for as long as possible. Sorendfrs are able to
continually offend, once they have secured access to a doietause they
have created the illusion they are trusted partners. Sootgstness of who
has access to a domain, and who is allowed continued accessibs an im-
portant one.

Insights for Trust DomainsDetection mechanisms may help to protect
assets in trust domains; in particular, close monitoringudherable positions
and of the assets in question is required.

5. Disposing of the goods The fraudster needs to turn the goods into an
advantage for themselves. Whether this is relevant will dépen the type

of fraud, but the commission of the fraud is not necessahigydnly point at
which fraud management might focus. For instance, money maag to be
laundered, and this is a point where the fraud may be detected



1.2. Defenders and Offenders

Insights for Trust DomainsBy being aware of valuable assets and, where
possible, making them traceable, fraud may be detectedsrstép. In trust
domains, this refers to being aware of the valuable infoionatind of applying
mechanisms that help to identify the flow of information, mder to be able
to detect data flows that leave the domain. For instancereféc watermarks
may be used.

From the above, it is apparent that a trust domain needs wderaccess con-
trol and monitoring, all within the framework of ongoing few and reassess-
ment of the grounds for trust. With regard to the processaidr detecting
a fraudster’s preparation at an early stage is often a tigadigtion for organ-
isations given the time fraudsters take to prepare. In timest of audit and
monitoring, looking for early signs of fraud or preparado commit a fraud
may sometimes be a useful weapon of defence.

It should be noted that fraud is not just about financial gatraudsters
commit fraud for many different reasons, including revemhgedisgruntled
(ex) employees. Systems that provide anonymity, sole respitity and that
provide an ability to easily override controls are seen bydisters as an easy
target. Interesting too is the observation that frauddtdhg expect such sit-
uations to exist, and that they just need to find and then @plem to their
advantage.

1.2.3 Why security fails

Security measures are required to establish trust dom#ingeneral, secu-
rity measures work because they focus on reducing opptigsna greatly
influential cause of crime. Measures may increase actuatimepved risk to
the offender and/or increase their risks, and/or they redwtual or perceived
reward for the offender, thereby rendering an offence lasactive.
Establishing clear objectives and functional requiremenitl go a long

way towards ensuring that the performance of security systmeets expec-
tations and that the return on the investment is measurablmake the most
of any security related system it is essential to understéaraddefine what is
needed from the technology, both in terms of the functioht&asystem is to
perform and in terms of the security that needs to be providibdre are three
main reasons why security measures fail:

1. The wrong type of security measure was proposed in a speoffitext.
This is the main reason why security specialists advoc&eise of se-
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1. A GUIDE TO TRUSTDOMAINS

curity risk assessments that take account of the threatreniikelihood
of it occurring, and a security gap analysis to understaadiifierences
between what is needed and what exists [Spel2].

2. Security may not be cost-effective. In reality, stoppinigne in any one
location is often possible if enough measures are usedhisutives not
mean that it is an economically rational way to behave. uniore,
security measures must take into account civil liberty éssuBoth as-
pects have a bearing on the effectiveness and the appiigatbisecurity
measures.

3. Measures may be poorly installed and initiatives badlglémented, or
not used in a way that was intended. Implementation faikimmon,
and there is often a lot that is needed to make measures work.

That measures may not be used as were intended, has becorjue eesearch
area in what is broadly known as human factors or ergonoragesarch. There
are two key points here that have been outlined by SassefBadfke first is
that security is more effective if organisations base thpjproach on shared
norms that promote co-operation, and that it is of fundaaiemtportance that
security fits with the demands and tasks of workers’ jobs,that‘(s)ecurity
mechanisms that make employees lives difficult may evenigecy means of
[...] the breaking of security services’. So where secustyot engrained
into working practices it becomes a prime cause of secuaityre. The sec-
ond factor relates to the motivation of employees. Spetlificavhere they
see security as important and are geared to engaging withliliely to be
more effective. As [Sas06] notes, ‘committed, well trairstaff who care for
the organisation and their fellow employees may be the msitermeasures
against these types of attack’.

1.2.4 A Trust Domains framework for building trust

Based on this high-level description and our own insights,d&fine a non-
exhaustive set of trust-domain primitives that we belienee@esent in some
combination in all trust domains. These primitives are shawTable 1.1:
Trust Primitives are the main features that need to be préseatrust domain
to be effective. The first required primitive is the relialiientification of
entities, both within and outside of the trust domain. Intigatar, potential
members of the Trust Domain must be identifiable, as otheragsess control
could not be exerted. Furthermore, the fact that entitiasesdentified needs

10
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Trust Primitives Reliable identification of entities
Reliable belief in mututal values
Reliable expectation of behaviour

Trust-Building Primitives Accountability
Audit
Delegated Authority
Trust Management
Assurance

Flow-Control Primitives Isolation
Separation
Policy

Table 1.1: Trust-Domain Primitives

to be communicated, and the identification needs to be cornwetied reliably
as well. Second, there must be a reliable belief among thgesnthat the
entities that form the domain subscribe to mutual values waspect to the
purpose of the domain. Third, entities must be able to hawdidence that
other entities behave according to the shared values.

Trust-Building Primitives are the properties of a trust gomthat enable
trust to be established in the entities. The following fiwestrbuilding primi-
tives appear important: Accountability of entities forithections at an organ-
isational or individual level, Audit, that is, the capatyilio provide evidence
of correct behaviour to third parties, Delegated Authetiity. the sharing of
information and processing capabilities with other groupast Management
to revise policies in order to maintain or strengthen traaty Assurance, i.e.
the confirmation of trustworthiness before shraing

Whereas trust-building primitives relate to the constitsef the trust do-
main and the processes within the domain, Flow-Control fvies govern
information flow. Of particular importance are isolatiohat is, the ability to
place restrictions on information-sharing outside of atligcontrolled group,
separation, i.e. the assurance that information is onlyeshletween trusting
entities, and the existence of a policy, i.e. the definitiboperating character-
istics that meet security needs.

In practice, these primitives need to be implemented usiognabination
of technology and social means. For instance, the reliatpeaation of ac-
ceptable behaviour can be supported by technical or ledat@ments.

11
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The above features are required for the implementation afuatTDomain.
In general, these features will require technical suppodrder to be imple-
mented. At the same time, security measures that suppa@t Damains must
be carefully balanced against the work that is performeénthe Trust Do-
main, that is, they should not affect entities involved ie ffrust Domain to
such an extent that they offset the additional value obthin@m the Trust
Domain, or such that they are perceived as impacting on thik kyothe em-
ployees. Either might result in individuals trying to cirouent the security
measures, thus making breaches of trust more likely.

Example: Mergers and Acquisitions Process

lllustrating the insights from criminology, let us assurhatta bank employee
is involved in insider fraught, for example, in selling dataan on-going M&A
process to outside parties. Following the above five-stejsie-making pro-
cess, the employee first chooses the target. We may argue tha example
the choice has already been made, as the person is alreadiyyechpy the
bank. The employee may have specifically started work withitink because
they perceived that the bank would be an attractive targete@mployed, the
would-be fraudster has to choose an appropriate M&A targeich they may
choose based on the value that can be obtained from thid tarde@n the ease
of getting access to the valuable data. In the second stegdrabdster then
sets up the fraud. In particular, this involves ensuringeasdo the data and
procuring means for exfiltrating a copy from the bank. Botthefse steps will
involve some sort of exploratory behaviour, which may beadietd. In the
third step, the fraudster commits the fraud, i.e. they ctyydata to a device
that is outside of the bank’s security controls and can tleusded to hand-over
the copy to the fraudster’s customer. Step 4 is closelyedltd Step 3 in this
example, as the employee has to move the copy out of the barthefFmore,
the fraudster will attempt to hide their traces by, for ims&, modifying or
disabling audit logs. Finally, in Step 5 the fraudster digsoof the goods by,
in this case, selling the copy to their customer.

1.3 Modelling

In practice, a Trust Domain comprises a complex network tafractions be-
tween organisations, individuals, which are governed ampgsrted by social
norms, expectations, and technical infrastructure. Modgis used to explore
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Verification Evaluation

Design-time PoliVer, StatVerif Gnosis++
Automated Model-Generation
Tool (AMG)

Run-time — Online Model-Generation
Tool (OMG)

Table 1.2: Modelling tools for Trust Domains.

this situation, helping to understand the implications afticular decisions,
and thus ensuring that important properties hold. Modgldan support trust,
as it can give guarantees on some properties, and it can $wgsigners and
users in making optimal decisions, both when the systensigded and when
the system is in use. As illustrated in Table 1.2, we broa@tirdyuish mod-
elling approaches based on the nature of their outcomes rarleopoint at
which they are applied in the system lifecycle:

Modelling for verification: The goal of modelling for verification is to verify
that something can or cannot happen, i.e. if the rules thatrgothe
system'’s behaviour allow certain outcomes to occur. Faaimte, mod-
elling for verification could prove that an attacker cannaingaccess to
some information. A system, or components of a system, facltwguch
a proof has been obtained can then be trusted.

Modelling for evaluation: The goal of modelling for evaluation is to obtain in-
sights into quantitative properties of the system underntseimption of
stochastic behaviour. Quantitative properties of intecesld be leak-
age rates of information or the time it takes to perform d¢ertgera-
tions. Modelling for evaluation thus helps us to understtredimpact
of decisions on operational properties. This insight ipfulin optimis-
ing parameters when there are tradeoffs between e.g. pafme and
security.

We also distinguish according to the point in time at whichdeldbng is ap-

plied:

Design-time modelling: Modelling at design-time is performed in order to op-
timise the design of the system before the system goes en-Ntod-
elling decisions to be made here include the type and nunitech-
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nical components, policy settings, and operational patarsef com-
ponents. Typically, design-time modelling is not timeticl, and thus
approaches that have a high overhead in terms of constgubtrmodel
or in obtaining results from the model can be applied.

Run-time modelling: Modelling at run-time helps to support decisions during
the operational phase of the system by assessing andatingtthe im-
pact of user decisions on properties such as security oonpeahce.
Run-time modelling is particularly important in the complsettings
typical for most Trust Domains, where decisions may havedaching
unintended results. As run-time modelling is applied topsupthe user
in operational decisions, it must be possible to returniteast.

The Trust Domains project has developed and applied vanoethods for

modelling in these scenarios. We discuss the modellingosmbies in the fol-

lowing sections.

1.3.1 Modelling for Verification

In modelling for verification the goal is to establish the gibgity or impossi-
bility of performing certain actions or achieving certawads in a given setting.
This allows us to verify if a security protocol fulfills its gairements, i.e. is
robust against specific attacks, or if the policies definecafeystem prevent
users of that system from performing undesirable actionsdélling for ver-
ification thus helps with the task of determining if a compégstem of rules,
such as a system policy or a secure communication protazmirately reflects
the intentions of its designer.

In modelling for verification the system is described in terof states and
actions of agents that change the states. The modeller thaieq the model
if, starting from a given state (or set of states), anothectjed state or set of
states can be reached. Typically the tool will then repottamly whether the
target state can be reached, but also return a sequenceasfsatttat lead to
the target state. This sequence helps to identify potepditils of attack, and
how to prevent them from succeeding.

In the Trust Domains project two modelling tools supportcsiieneeds of
the project by verification methods:

Policy Verification Tool (PoliVer): Policies support Trust Domains by for-
malising permitted and forbidden actions of agents in aesgsind enabling

14



1.3. Modelling

the automated enforcement of these permissions. In this tnast can be
placed in a system, if it is known that the system does not pertions that
would break the trust. The design of policies for any systémealistic size
is tremendously complex, as the designer has to ensurehthgiolicies cap-
ture all cases and forbid all unintended actions. The Polivel helps the
designer in this task by automated checking if a system a€iesl fulfils its

requirements.

With PoliVer, the designer first specifies the states of tretesy and the
actions that can be performed by agents in that system togehtire state.
Then, the designer specifies the policies that restrictéhefsactions that can
an undesired target state, i.e. a state that should not beakel@. The PoliVer
tool then applies a search proceeding backwards from thettatate, estab-
lishing sets of predecessor states until either no furttaées can be discovered
or the initial states are found. If the latter is the casenttie policy allows
a sequence of actions that leads to the undesirable s&atehé policy is not
effective. The tool also returns the sequence of actionghwtrovides an ex-
ample of the path an attacker would take. This example categhe designer
in deciding how to amend the policy in order to make it moredifre.

Protocol Verification Tool (StatVerif):  Security protocols describe and con-
trol the interactions of the components that form a Trust BomWhen fol-
lowed, a secure protocol ensures that trust can be placedsystam, and
thereby helps to establish a Trust Domain. The StatVerif fdRR11, Sta]

is used to prove the security of protocols for systems withoha) persistent
state.

With StatVerif, the protocol designer first describes thetgeol in terms
of processes exchanging messages. Processes model ageletsheir mes-
sage exchanges represent their interactions. The behafipuocesses may
depend on a global state, which may be changed by actionsrpex by the
processes. The designer then formulates a query that besah unwanted
state, for instance, an attacker having access to datatthaldsbe protected.
StatVerif evaluates the given protocol model and deteranvigether this state
can be reached. If the state can be reached, the protocd teebd modified
such that the successful attack becomes impossible.
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1.3.2 Modelling for Evaluation

In modelling for evaluation we assume stochastic behawbtine entities in-
volved in a system. This allows us to capture situations wkatities can make
choices; in particular, it enables us to model the case wiarean agents may
choose between different ways of performing an action, edickhich may
have different impact on security, and thus on the trust ¢aatbe placed in
that agent. Furthermore, based on the assumption of stachabkaviour, we
can represent mistakes made by human agents, and fautts and failures
of technical components. We then obtain values for quaivitaroperties of
the system, such as the time until a security incident o¢ceunseasure of the
trustworthiness level, or the time that an action will requvhen security mea-
sures are applied. These values help to make informed desisiith respect
to parameters that affect tradeoffs in system design artdraysperation.

In modelling for evaluation we can use different levels ofaile Models
with a high degree of abstraction represent the system alaperties using
mathematical equations and stochastics. They produceajeasults and can
often be evaluated with little computational effort. On thitber hand, such
models omit many details, capturing them in stochastic Wehainstead, and
may therefore misrepresent crucial aspects of the systemithdfmore, they
may require considerable effort in abstraction and trdiasieon the part of
the user in order to choose appropriate parameters andén trépply these
parameters to the practice. Models with a low degree of attitn represent
the system and its properties using abstractions of theepses and resources
in the system. With these concepts, a much higher level @fildetachieved,
as the behaviour of entities can be modelled using a not#tianis similar
to a programming language. This allows the modeller to ¢apimportant
properties, and also makes it easier to parameterise thelpasparameters
can be reflected directly, without the need for abstractfdn.the other hand,
the results from the models are specific to the modelledtgituaand evalu-
ation of these models typically requires simulation, whkomputationally
expensive.

High-level and low-level modelling complement each ottaard the ap-
plication of approaches from both abstraction levels cdp imedifferent as-
pects of the evaluation of Trust Domains. In the Trust Domairoject we
have developed three modelling approaches to supporticlecisakers both
at design-time and at run-time:
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Gnosis++ Gnosis++ is an extension of the Gnosis modelling tool [CGrjo-
sis++ enables low-level, high-detail modelling of systeem&viour and thus
helps the system designer in assessing the impact of a wide & changes
on the security and trustworthiness of a Trust Domain. Tloéémploys the
concepts of process, resource, information, location,limkd Processesm-
plement the behaviour of system components and human agentsesses
operate on and modify resources and informatiBesourcesnodel physical
resources, such as hardware tokens, winflermationmodels data. The dif-
ference between resources and information is that ther ledte be created,
copied, destroyed, and accessed by more than one agentna¢,anthereas
physical resources cannot be created nor destroyed, andntate moved.
That is, the global number of physical resources alwayssstaystant in a
model. Resources and information residelanations which can be con-
nected bylinks. Locations and links thus can be used to represent the permit
ted movement of resources and data. In particular, this eamsbd to model
containment and isolation mechanisms. The Gnosis++ ttmhalthe evalu-
lation for a wide range of metrics, reflecting security, twerthiness, perfor-
mance, and dependability, amongst others. These metddgcally defined
on the amount of resources and information at specific looabtut can also
utilise various events, such as successful break-ins. i&noss implemented
in Ruby, and thus supports co-routines and all object-teckifeatures of the
Ruby language, which makes it particularly easy to use.

Gnosis++ is typically employed as follows: First, the mdeletlecides on
which physical and logical assets of the system need to heded, and which
metrics need to be obtained. Physical assets are then madsIresources,
while logical assets are modelled as information. Then bitgaviour of of
technical components, such as servers or firewalls, and ihagents, such as
users, administrators, or attackers, is modelled. Thesigrglemented as pro-
cesses operating on resources and information. Processé® émplemented
in an object-oriented fashion, where each instance of aggeohas its own lo-
cal state, and where process behaviour can be inherited adifiedl, in order
to model classes of agents with similar characteristicstarstipport patterns
of agent behaviour. The model is then simulated, and theicaetre obtained,
e.g. by counting the number of information items on a paldiclocation.

As the model has to be simulated, this approach is compuotdlyoexpen-
sive and can only be applied at design time.
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Figure 1.1: Operation of the AMG Tool.

Automated Model-Generation Tool (AMG Tool) The Automated Model-
Generation Tool (AMG Tool) helps system designers in evalgehe impact
of policy settings and performance characteristics on gf@biour of human
agents affected by the policies, and on the security on thesy The tool
uses an information-flow abstraction, that is, it models ghstem in terms
of information flows between source and destination nodes gmaph. The
behaviour of human agents is modelled as sequences of a@stablishing
or removing connections, which then enable or disable floRerformance
characteristics are evaluated as the time it takes fornmétion to flow from
the source node to the destination node. The security isi@eal by the time
it takes for the information to flow to an attacker node.

Figure 1.1 illustrates the operation of the tool: The usetheftool de-
scribes a workflow by splitting it into information-exchangteps. In each of
these steps, data needs to be transmitted from a source stimatien. The
data transfer can be achieved using different technicahmégag., the data
might be shared using a Cloud service or printed and postied ascourier
service). The source, the destination, and the means dcfptoainare mod-
elled as nodes in a directed graph (referred to as the Intaym&low Model
(IFM)). In order to form a graph that connects the source aediestination,
the nodes must be connected by links. For each of the linkitilaiser can
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specify the speed and a penalty associated with using tilat Tihe penalty
models the policy; i.e., modes of transport that are dissgend can be associ-
ated with a high penalty. Initially, only the properties bése links are given,
but no links are established. The tool then applies a geakgarithm to find
a graph that connects the nodes, such that the graph is dptitharespect
to a user-specified cost function. The cost function canucepspects such
as risk-affinity, by trading off penalties against performoe. Furthermore, the
cost function can also be used to model the impact of a timedhé graph
produced by the tool serves two purposes. First, it illueghe flow of infor-
mation between the source and the destination. Second) beased as an
input to the modelling of attacker behaviour. In this stée, genetic algorithm
modifies the graph in order to direct information to the dtais node. This
model then illustrates attack points.

In the background, the genetic algorithm operates on segsesf actions
that add or remove connections in the graph; that is, therges®f the algo-
rithm are sequences of such actions. A sequence’s fithesslisaged based
on the model that results from applying the sequence to taphgmodel, as
follows: Penalty costs are accumulated from the actionkérsequence. Per-
formance costs are computed by transforming the graph ntodeStochastic
Petri-Net (SPN), from which the distribution of times for wrag data from
the source to the destination can be derived as a phaseistabudion.

The output of this approach is thus two-fold. On the one héngro-
duces results that are immediately useful for assessingrpact of choices
at design-time. On the other hand, the tool automaticalheggtes Stochas-
tic Petri-Net (SPN) models of the system (optionally inéhgdattacker be-
haviour) from high-level specifications of performanceretateristics and pen-
alties. These models can be used in further evaluation édwsiproperties.
The advantage of automatic generation of models over manadklling is
that the former may include details that could be overlodiked human mod-
eller. For instance, a combination of policy settings andgsmance charac-
teristics might favour the use of an insecure way of trartspat this might not
be obvious from the specifications, and thus would be omittelmanually
created model.

It should be noted that this approach is computationallyaspve and thus
is typically applied at design-time, rather than at runetim

Online Model-Generation Tool (OMG Tool) The Online Model-Generation
Tool (OMG Tool) applies principles of stochastic modelltoghelp users make
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Figure 1.2: Operation of the OMG Tool.

informed decisions at run-time. In this approach, we caarsitle following
situation: A user wants to share data with one set of usetgjdms not want
another set of users to gain access to the data. Recipiethts data may vary
in their trustworthiness with respect to not sharing thedand the users’ de-
vices may also be likely to leak the data. The data may be dharearious
ways with different security properties, e.g. on some stgamethods it may
be possible to prevent leakage of the information from tlogient’s device.
We assume that there is some monitoring data available anustgvorthiness
of users and their devices, and we want to support the shaseirgn making a
decision of recipients and sharing mode, such that it iskahylithat unintended
recipients receive the data.

The operation of the tool is illustrated in Figure 1.2: Pasdmecipients of
the data are abstracted as nodes in a directed graph. The efdtpe graph
model information flows. Each edge has a parameter thatfgsethe rate
at which data flows along this edge. The rates for data flow fiteersharing
user to the intended recipients is set to reflect the speethiahwlata can be
shared. The outgoing information-flow rates on recipierdesare param-
eterised based on a combination of trustworthiness mangatata and the
security of the selected sharing-method. The graph modednisformed to a
Stochastic Petri-Net, from which the probabilities of eaolde having seen the
data before a given timeare computed. These probabilities can then be dis-
played graphically, e.g. as a terrain map or as a colourecgdialisation of
the graph. Based on this information, the user can reviseadjus$t decisions
accordingly, in order to reduce the probability of unintedgarties receiving
the data.
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The underlying equations for this approach can be solvedktyjiand
therefore the method is applicable at run-time.

Example: Mergers and Acquisitions Process

We will now illustrate applications of modelling in the Meng and Acqui-
sitions (M&A) example. In this example, complex interaasaake place be-
tween the organisations involved in the M&A, e.g. the bard#ue companies,
between the individuals tasked with the work, and betweerhtiman agents
and the technical components that they use to transmitepsp@nd protect
the data required throughout the process.

Each of the organisations will typically have policies i@ that aim to
protect the data its employees operate on. The existenaehfpolicies will
also typically be a prerequisite that other parties demaifiokb entrusting data
to the organisation. The PoliVer tool can be used to ensatettiese policies
are effective in protecting the data, and in assuring othetigs that the data
is secure. For instance, the bank needs to process datalimoompanies.
In order to convince the companies that the data is securecamanly be
accessed by the individuals tasked with the respective M&a bank would
verify its policies using the PoliVer tool. The result coutten be commu-
nicated to the data owners. Alternatively, the bank cousd @ommunicate
the policies, and the data owners could then verify thegatffeness against
breaches. Verification thus helps to enable trust.

Throughout the M&A process, data has to be exchanged betorgam-
isations. There are various ways in which data may be exdthrguch as
by e-mail, using special infrastructure, using a Cloud islgaservice, or by
physical tokens, e.g. USB media. Which method is appropdafeends on
the amount of data to be exchanged, on how time-critical #ohange is,
and on the sensitivity of the material. Using the Gnosis+ai, tthe system
designer can explore the impact of different sharing metha the perfor-
mance, dependability, and security of the data exchangengtance, in order
to exchange large amounts of data, USB media might be usedvieo, as
such media might easily be lost, the data needs to be endrygecryption,
on the other hand, may slow down the process, and thereferesamight opt
not to encrypt the data. With an appropriate Gnosis++ makieldesigner can
explore how much data may be lost, and how much data may bessfady
exchanged. This will give insight into how to set policieddamhat impact
these will have; for instance, encryption may be made mamngabut this
would in turn require a relaxation of time constraints.
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The Automated Model-Generation (AMG) tool can be used fai@ing
the effect of policy settings at a higher level of abstratti&or instance, the
bank may install a special secure service for sharing detaauitside organi-
sations and require all its employees to use this servicgicaily, employees
would follow this policy, as they want to protect the datawéwer, employees
also need to perform their work, and if the security mechanislow them
down, they may try to find ways to circumvent them. The AMG twdl help
to identify such problems. Furthermore, it will allow thelipg designer to ex-
periment with assigning penalties for behaviour that isaushpliant with the
policy. Such penalties will encourage employees to follbe policy. How-
ever, it may also be the case that policy-compliant behavsomiot compatible
with completing the task on time. This will also be highligtitby the AMG
tool.

The Online Model-Generation (OMG) tool supports the useuattime.
For instance, an employee at one of the companies involveeeiM&A may
need to send internal data to the M&A team at the bank. Howeasgethere
are many teams within the bank, the company employee nedmsgore that
the data is not shared with bank employees that work in teasysonsible
for other M&A processes. The company employee may use diffemodes
of sharing the data, e.g. he may send the data by e-mail, orayerequire
the use of a specially secured virtual machine by the bankthee has to
decide which mode would be appropriate. In this situationlice modelling
helps the employee by illustrating the probability of theadi@aking to other
employees or other teams within the bank. These probaikiltan depend
on trustworthiness values obtained from special monitpiifrastructure and
also on the sharing mode; e.g., if a locked-down virtual nivecis used, the
probability of data leaking is lowered.

1.4 Trust Domains in Practice

In this section we discuss two software packages develapé#tkei Trust Do-
mains project to support Trust Domains in practical sc@saiThese packages
address two different situations: ConfiChair is a trustiwprhanagement sys-
tem for the organisation of the review process of scientiicferences, while
the Trustworthy Collaboration System (TCS) is a generdabolration system
for document sharing.
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1.4.1 The ConfiChair Conference-Management System

ConfiChair addresses the paper-review process for scientififerences. In
this scenario, authors submit papers to the conference. ak elsigns the
papers to reviewers and, based on their recommendatiocisiedevhich pa-
pers will be accepted. This is a scenario where the workflomeit-specified.

The scenario also has a clearly defined attacker model: #sisraed that the
system is hosted on a Cloud Computing service. Two propgented to be
maintained: First, the content of papers and reviews mukepesecret. Sec-
ond, unlinkability between author and reviewer has to baeiets that is, it

should not be possible to determine which reviewer haswedea paper by a
particular author, and vice versa.

ConfiChair achieves the first of these goals by encryptinglatih that is
stored in the Cloud. The second goal is achieved by enciyptie data and
mixing the identifiers that correlate reviewers and papeta/ben steps of the
workflow, such that all links that may be determined in one si® invalidated
in the next.

The strict assumptions on the behaviour of the participauatse it possible
to obtain a proof on the security of the ConfiChair systemngshe ProVerif
tool [BAF08, Pro], it has been proven that the Cloud cannot gacess to any
information, provided that all participants adhere to teeusity protocol.

1.4.2 The Trustworthy Collaboration System (TCS)

The Trustworthy Collaboration System (TCS) focusses os¢keario of loose
collaborations where documents need to be shared betwdigidinls. In this
scenario there is no clearly-defined workflow and no cledgfined attacker:
Users of the system share data based on a workflow that is estrived in
the TCS, and users decide who to share with at run-time, rgdkia decision
based on the data and contextual information that is outdittee system. For
illustration purposes we employ the following example focls a collabora-
tion: A presenter wants to share slides with an audience.eSurthe slides
may only be shared with a sub-set of the audience, as thegioasgnsitive
information. The presenter makes sharing-decisions basedhether they
perceive the recipient of the data as legitimate, and on hogtworthy they
consider the recipient and their device to be. The goal oTtb8 is to support
the user by providing facilities for helping them make ogtirdecisions with
respect to whom to share with, and by enforcing these dexsdig technical
means.
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The TCS achieves this goal by employing modelling and moinigo Mon-
itoring enables the system to provide the user with run-tieeglback on the
trustworthiness of entities and feeds into run-time maoigll Modelling is
applied at design-time and at run-time. Design-time maagkupplies feed-
back on how particular parameter choices will affect a Tidsimain before
the Trust Domain is created. Design-time modelling takeisast parameter
choices and obtains Gnosis++ to obtain output values thatsent to the user
the impact of these choices on the Trust Domain. The usertusgelect
parameters that result in a Trust Domain with acceptablpasties. Run-time
modelling provides feedback on the likelihood of entitiesaiving a document
that is being shared. The presenter can then decide whethkate the docu-
ment with these settings, based on whether they trust tremfiak recipients.

The TCS does not provide guarantees on the security of tret Damains
implemented with it. Instead, it enables the user to makesiers that result in
intended outputs, and to avoid mistakes resulting fromffitsent knowledge
of the effect of decisions.

* k%
This chapter gave a high-level overview of the major resofitthe Trust Do-
mains project. This overview serves as a guide for estabgshust domains,
and as a guide to the more detailed chapters of this book.
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Chapter Two

Sociological Aspects

In this chapter we approach trust domains from a sociolbgiwé criminolog-
ical point of view. Our aim is to identify basic charactedstof trust and of
breaches in trust that will guide our understanding in latexpters.

Figure 2.1 gives a high-level overview of this chapter: Wetfitiscuss the
concept of trust from a sociological perspective. A survégxisting work
shows that trust is generally considered a beneficial at&jboth in society
at large and in business, particulary since it simplifies ereh enables inter-
action. We then address the question of defining trust arelaiefinition of
a Trust Domain that is based on the sociological discussion.

The next step in understanding trust domains is in undetstgrthe be-
haviour of those who attack them and the difficulties in ddfieg them. We
draw upon insights from criminology to describe the beharab patterns of
offenders. In particular, we discuss the behaviour of fedeid and identify the
fraudster’s decision-making process as well as the ressuszjuired to com-
mit a fraud. Understanding the behaviour of the offenderthed resources
helps to determine how to prevent a fraud from taking placeortler to un-
derstand the difficulties with trust domains in practice meeiviewed a broad
range of professionals from different organisations. Thesponses allow us
to explore the reasons why trust domains often fail in pcactUnderstanding
these enables us to identify which questions need to be ssktidoy technical
implementations and by modelling.
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| Sociological Reflections on Trust
| Insights from Criminology Interviews with Fraudsters

Interviews with Practitioners |
| Methodologies from Criminology

v v

Requirements for Trust Domains | | High-level Ideas for Modelling

\4
Chapter 4:
Components for
Trust Domains

\4
Chapter 5:
Modelling for
Trust Domains

Figure 2.1: General Structure of the Chapter.

2.1 Trust from a sociological perspective

The issue of trust, and what it means in different contextsdifierent disci-
plines, has been widely discussed. In this section we lgghfome of the key
characteristics of trust, and what they may mean for theudison of trust do-
mains, conscious that research findings on trust are mixg¢dwane developed
in some areas than others.

The early Greeks studied trust in order to better understamdans and
human behaviour [Bai02]. More recently, trust has beenistuith a wide
range of fields, helping to better understand interpers@tationships in psy-
chology [Rot67], adherence to rules in management (whagst tian be seen
as a form of informal governance) [Sak98], and the relatignbetween buy-
ers and sellers [MZD92]. In political science, the concdptust is seen as a
means of studying levels of social trust between citizend®D7]. In these,
and in many other disciplines trust is seen as a core comp@aldmough not
always the most important one [DHPO07]) of understandingti@hships.

There are a host of studies that have evaluated how gergtatst can be
good for business, not least in generating sales via mefhingsting relation-
ship with clients [JG05]. One writer has stated that trusefinerging as one of
the key concepts in the search for the secrets of competitiveess’([New98],
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2.1. Trust from a sociological perspective

p.35). The work on trusted platforms also has suggested dauof benefits:
‘The higher levels of trust that are enabled through teatopyoby Trusted Plat-
forms are valuable to business because companies gain iy toestworthy,
[bJrand image suffers if there is a breach of trust or privdbietter trust en-
ables more powerful management services, [clJonsume’is@ major busi-
ness enabler, [and] [iimproved trust and security is nexgs® the delivery
of business-critical e-services’ ([PCPP03], p.29). Themauch research that
focusses on online businesses, where the need to buildrouostustomers is
a major challenge [BP07], requiring a range of imaginatippraaches down
to the design of the user interface [WEO05]. The public sedoe$ a similar
challenge, and one study at least has shown that the pedoehse of use of
the technology, and its trustworthiness, are significaatjstors of citizens’
intention to use an e-government on-line service [CB05].

On the other hand, the findings from research on trust arewbatenixed.
In particular, for some researchers trust is but one elearahinot necessarily
the most important in mitigating risk [LCPO6]. Similarlyne study has noted
that consumer confidence is provided by other factors suchaasg poli-
cies, evidence of a popular outlet, attractive packaging, @ean and bright
spacious shops’ ([Nat02], p.1). Clearly this will vary witifferent types of
business transactions and with the types of parties indpllvet trust is typi-
cally an important factor in instilling confidence betweentjes.

Trust is generally viewed as a positive attribute, as it isy@dharacteristic
of a virtuous society [Fuk95]. In particular, trust is viedvas central to good
business, as all sides engaged in transactions need tottnass involved, even
though the amount of trust given or placed will vary with cinestance [Har06]
and cultures [Bie09], and will be tested by different ciraiamces such as
rapid company development [Rob96], as well as by the preseha known
or potential threat, which is where the study of crime andisgccomes in.

This interpretation of trust as a positive attribute becsmlear when we
consider failures of trust. There is a range of studies whiate shown the
high degree to which a company’s market value is based onditikes such
as reputation [ENSO7]. The reputational damage from beingtan of e.g.
fraud can be considerable when there is a danger that theisagan may be
seen as culpable. The implications are that the organisdiob not manage
its affairs sufficiently well and as a consequence cannotrused [Lev08].
Repairing the damage can be time-consuming and costly$ar0

In a different way the presence of trust has been linked &l$enf staff sat-
isfaction at work [Dri78], facilitating good relationstavith clients [JG05],
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and to generating competitive advantage [New98]. The lef/&lust in tech-
nology and the outputs from technology have been linked ¢oqhality of
security decisions that are made [KM¥2]. Even in research, building up
trust with an interviewee is deemed important and key to geimgy valid data,
and this includes work with offenders [Zhal0]. Not surprigy then, man-
aging trust is seen as something to be good at [ENS07]. Furtre, it has
been argued in ergonomics research that building trussetarity systems is
desirable from an economic point of view [SAQ7], since without trust high
levels of reassurance have to be built into systems whiclt@stly and less
flexible.

In summary, there is broad agreement that whilst trustirgpjgeinvolves
some degree of risk, trust has many benefits: Trust allowplpesnd pro-
cesses to evolve to meet the challenges of the changinganwimt in which
most organisations operate, and it builds social capitaluding motivation
and loyalty among staff. Consequently, high-trust systémssystems where
individuals place high levels of trust in each other, arardete from an eco-
nomic point of view.

2.1.1 Defining Trust

Although there is agreement on the benefits of trust, trudiffisult to define.
Indeed, defining trust has long been held as conceptualblgaratic [Bai02].
The lack of a single unified definition of trust makes it difficto opera-
tionalise in the business environment, as expressed by (Y 1IC1
‘Contrasting, the requirement for trust leaves the team waa-
uum. What they face is an endless series of questions. What de
inition of trust should be applied — behavioural, cognitigéatis-
tical? — and how does a definition fit with their own perception
of trust? Is this definition culturally acceptable? Is thejvire-
ment really about a system that has to be trusted, that igetesi
to be trusted or that is supposed to be trustworthy? Does this
requirement relate to the design, to operation, to the sgyste
to its social environment? Who should be consulted — psgehol
gist, social scientist, cryptographer or philosopher? —woan
requirements be captured, progress measured, designtogede
and tested? What design procedures should be applied ant wha
methodologies should be used? What metric can be used te judg
the success?’
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Nonetheless, [WEO05] identify four key aspects of trust thet be used in

analysing trust relationships:

Trustor and trustee: There must exist two specific parties in any trusting re-
lationship: a trusting party (trustor) and a party to betedgtrustee).
Trust depends on the ability of the trustee to act in the bdstest of
the trustor, and the extent to which this is reciprocated.

Vulnerability: Trust is only a requirement when there is uncertainty ancethe
are risks. Trustors take the risk of losing something imgoarto them;
trustees must be effective and must not take advantage wtitherabil-
ity.

Produced actions: Trust is related to risk-taking behaviors. These will vary
considerably with context.

Subjective matter: Trust is a subjective matter and so is the perception of
what are acceptable risk levels and trust relationships.

2.1.2 A Definition of Trust Domains

As a consequence of the difficulties in defining trust, trushdins are equally
difficult to define. Nonetheless, it is important to attempledinition of a trust
domain, accepting that in so doing we enter largely unerpldyet somewhat
contested) territory. From a sociological point of view, define a Trust Do-
main as follows:

A trust domain is where information that is designated torbe i
some way privileged is subjected to access controls orairtyipe
of protection.

Privilege relates to the fact that access to informatiorstraimed by a trust
domain is not freely available to everyone. But a trust donmnot just about
information, although we recognise that information anfbrimation flows
dominate the discussions on this topic. A trust domain cao ebnsist of re-
sources and/or assets, which are typically used to proo&ssnation or sup-
port a business process. For example, a critical infrasstregrovider would
have systems that they manage in order to satisfy a critatédmal need. It is
where information that is designated to be in some way gad is subjected
to access controls or similar type of protection.

There is an expectation that those with access to the intiwmavill be
required to act in a compliant way, and face sanctions if ttheynot. Or-
ganisations appear typically to implement several trugt@os. Some might
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‘overlap’ because an individual could have more than one, nehich grants
them access to multiple trust domains.

2.2 Criminology: Crime, Crime Prevention and Crime
Frameworks

The discipline that is closely involved in understanding tiipes of illegal
threats to entities is criminology. Criminology is the stuaf crime and the
social responses to it, and includes theories and framentorguide thinking
and practice on its prevention. It also includes the procédseating and
punishing offenders, and the processes by which peoplefeeitims. As a
subject it draws upon a wide range of disciplines both in tteiral and social
sciences.

Criminology has been improving crime control by developtingories and
frameworks of crime, which can be used for crime preventibhnese frame-
works and approaches have been developed to explain therdesmgses and
immediate triggers for crime, the ways in which crime is cactdd, and, con-
sequently, how crime might be prevented. The relevanceesktframeworks
will vary with the type of crime or threat being considerdt types of mitiga-
tion already in place, the suitability and effectivenessnitigation measures
in place, the context in which offences take place, the nahdéthe offender,
the skill sets and experiences of the offender, the cultiitheoorganisations
in question, and the resourcefulness of victims.

On a very general level, there atteeories of causeavhich focus on in-
justices or inadequate structures in the way society isnisgd or on the
mal-adjustment of the individual. These causes have tHagepn explain-
ing crime, but are difficult to address. On the other handyriles that explain
crime in terms of how offenders malkonomicjudgements on whether to
commit crime based on their perception of the likely suc@sor reward,
which is the focus on the rational offender, have the adgtiaat they present
opportunities for more immediate action.

Opportunity-of-crime theoriesometimes referred to as the criminologies
of everyday life, have been developed from several persjsct Felson’s
Routine Activity Theory [CF79, Fel02], the crime patterediy of the Brant-
inghams and environmental criminology [BB08], cf. [PG14hd the limited
rational-choice theory, which has fed the interest in Glarkituational crime
prevention. These have been very powerful in explaining bome occurs
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and what makes specific targets attractive. This helps explaat needs to
be done to reduce the chances of a crime occurring. Howéaere has been
a lack of attempts to integrate them, an exception beingdekbivho has at-
tempted to do so in his Conjunction of Crime and Opportur@¢Q) [Ekb11].

Marcus Felson’Routine Activity Theoris a relatively straightforward ex-
planation of crime, but nevertheless a very powerful onee thieory purports
to explain the conditions necessary for a crime to take pliades undergone
fairly extensive revision since it was first introduced, dahd originaly three
key conditions have been extended to six. They are:

1. There needs to be a law or rule to break

2. There must be sufficiently likely offenders, i.e. peogieao commit
the offence

3. There must be sufficiently capable offenders, i.e. peofilethe skills
and resources needed to commit the offence

4. There must be suitable targets, i.e. targets that cartdekatl

5. There must not be a sufficiently credible guardian (thatcprevent the
offence from taking place)

6. There must not be a sulfficiently significant and censortwargdler (a
specific type of guardian), who the offender would not wardffend in
sight of.

Each of these factors provides a focus for crime preventifmmts, and most
can to a greater or lesser extent be controlled by measunean®st significant
piece of work undertaken on reducing opportunities is tlg@bn Clarke in his
25 Techniques of Situational Crime Preventj@ta95]. The approach is based
on the premise that offenders (e.g. fraudsters) commit Bamoé because an
opportunity presents itself. Thus, in this approach, a lkeason why a crime
takes place is because there is the opportunity, so by takimy the oppor-
tunity we take away the chances that a crime will be succlgsfompleted.
Clarke’s25 opportunity reduction techniquelerive from five key principles,
namely that 1) crime prevention should aim to increase tfogtaf takes for a
fraudster to commit an offence; 2) increase the risk of himesrbeing caught;
3) reduce the reward if successful; 4) reduce the numberasopations that
lead people to commit offences; and 5) remove the excustarnhaometimes
offered as a reason for committing fraud (such as ‘the compan afford it’).
Each principle is then divided into a set of techniques, earently five for
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each one, making 25 techniques in all. The situational cgnagention or op-
portunity reduction approach is very flexible and can anddees applied to
a wide range of offences.

There are many criticisms of the situational approachyidiclg that it ig-
nores causes, blames the victim, and creates inequalities@them. For
Ekblom [Ekb11] the limits of various approaches, includ®igrke’s, and the
obversvation that they are simplistic and incomplete, iettb launch a frame-
work he calls theConjunction of Crime and Opportunity (CCO)

If the criticisms of many frameworks are that they are sistjlj the same
cannot be said of the CCO. It is an ambitious framework thgbsrerange
of different intervention principles, outlines the reaguments for prevention
mechanisms to be triggered, defines perpetrator technigndsyuides crime
assessment [Ekb10]. It provides a map of 11 causes of crimagjg, events
that can result in an offence occurring, and then 11 couateginciples of
intervention which aim to mitigate the effects of those esuer stop them
happening. The CCO provides a helpful encompassing framkefgo think-
ing about understanding problems and the potential of rdiffesolutions to
provide an effective and targeted response.

There is one other approach amongst many that merit attelndice that is
known as théls Frameworka very helpful framework for thinking about how
to evaluate initiatives that permits the use of differenthmeéologies [Ekb11].
It focusses on five areas that constitute essential compoagsuccessful pro-
grammes, and as such provide the key areas of attention joeaiuative
approach or for checking progress as an initiative is beexghkbped and im-
plemented.

2.2.1 Criminological Thinking and Trust Domains

The criminological frameworks discussed above have begtiegpin dis-
cussing e.g. armed robbery, burglary, or shop theft, butaaedy considered in
the context of information security. Indeed, they have ffitrobeen applied to
thinking about how best to respond to crime in organisattdmst they clearly
have potential in this area. They offer an opportunity takhihrough four
key aspects: Theausesof crime, the different possible ways tésponding
to causes, ideas for identifying the key mechanisms or drif@ crime pre-

1See [GC13] for a discussion of existing applications.
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vention and ways of assessing risks and the credibility and apjatemess of
differentsolutions

These frameworks can thus be used to explore the dynamidfferiedt
types of threats to trust domains, including some of thergkstrengths and
weaknesses of different mitigation measures.

On the other hand, it is worth noting that a key element of sgcmea-
sures is that they depend on trust. This takes a variety offpincluding trust
that the problems will be properly assessed; trust thatogpiate measures
will be recommended; trust that these will be specified, traoted and im-
plemented effectively; trust that they will be managed todystandards; trust
that those who benefit and use measures will not set out tornitie them;
trust that all people will help to identify weaknesses armbrethem; and trust
that those responding will do so appropriately.

2.3 Understanding the Offender

Understanding the views of offenders is important, becfase offenders we
can learn how they approach their crimes and what they viethesharac-
teristics of an easy or difficult target. Parker [Par98] ting in the context of
considering the criminal threat, noted the importance afeustanding cyber
criminals for their skill, knowledge, resources, access$ motives.

It should be noted that the study of offenders’ perspectpase method-
ological difficulties. In particular, precisely becauserane event is illegal,
it is secretive, and so researching it is always difficultthAlugh some stud-
ies have shown that offenders are a rich source of data, Hreramevitably
methodological problems, including the fact that it is difffi to verify the ac-
curacy of what offenders state. There is always the dangeioffenders will
mislead interviewers, deliberately or accidentally, amd tncludes not being
clear themselves as to the complex reasons that can oftezldyamt to the
commission of an offence [Berl0]. Furthermore, the offerm¥spective re-
mains a minor issue in crime studies, and this includes ssudf computer
crime and insider threats [Wil06, WS09]

A related problem, which applies not just to crimes in busses espe-
cially relevant here: Research into many types of offenaed fraud included,
is of limited value in that there is a tendency to focus on@easvhy people
commit offences, rather than how they do so, the specifitsskild tools nec-
essary. For instance, people are often advised to ‘third thie. to identify
and assess the effectiveness of security measures by seingh the eyes of
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a thief. However, there is an implicit assumption that thisasy. In fact, even
many thieves are not accustomed to ‘thinking thief,” andk ldee skills to do
SO0.

Offenders’ Scriptsare an important way of understanding crime. They
were originally used in cognitive science to understandiseges of decisions
and the links between them, and have been developed to exglaie com-
mission. As Cornish [Cor94a], pp.157-158 notes, ‘Scripésraembers of a
family of hypothesized knowledge structures, or schenmiasidered to or-
ganize our knowledge of people and events. Such schemaleelaréo guide
our understanding of others’ behaviour, and our own actidree script is a
special type of schema, known as an “event” schema, sinagédinees our
knowledge about how to understand and enact commonplaesibehal pro-
cesses or routines’ (see also [Cor93] and [CC86]. As argupit$09], p. 136,
‘One benefit of developing a script is that it encouragestjiraicers to con-
sider all stages of crime commission. In this way, all thenamial behaviour in
the process can feasibly be identified. Once this is achithedext stage is to
implement the appropriate controls.’

Willison ([Wil06], p. 315) argued that, ‘each script conges event se-
guences extended over time. The events in the sequenceareliated, given
that events at the early stages of a script afford the ococoeref later ones

. the script concept focuses on behavioural processedvew in rational
goal-oriented actions’. And, ‘Script analysis may thus ewed as a concep-
tual and empirical scheme for delineating how crime-ref¢p&rformance and
learning opportunities interconnect’ ([LTO3], p. 190).

There are different types of crime scripts. As Cornish ntiteg ‘can oper-
ate at different levels of abstraction [. . .] from the mostafic instances to the
more inclusive and more abstract categories of script’ (§@a], p.159). As
discussed in [Cor94a, Cor94b], the different types inchiddUniversal Script,
the Metascript, the Protoscript, the Script and the Traclknother way, scripts
can be used to evaluate why crimes fail just as much as whyesrgucceed,
and this can offer important crime prevention lessons. Hsemtial elements
of the ‘universal script’ proposed by Cornish in [Cor94ad.ar

- Preparation (what needs to be done)

- Entry (how access is gained)

- Pre-condition (What needs to happen for a crime to be po3sible

- Instrumental pre-condition (what needs to be done to a¢bhesgoods)
- Instrumental initiation (the process of getting accesfiéogoods)
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- Instrumental Actualisation (how the offence is facilidte
- Doing (conducting the offence)

- Post condition (how one covers one tracks)

- EXxit (getting away)

In a practical application to the study of cheque fraud Gairrdt al [Cor94a]
identify four components of a script:

- Getting an identity kit (for example by stealing from thetéetbox)
- Getting cheques (for example by opening a bank account)

- Making cheques (for example by computer scanning)

- Scoring (for example cashing the fraudulent checks).

They found six ways of getting an identity kit, five ways totgeg cheques,
four ways to making cheques and two ways of scoring. The asithen com-
pared these four components with both the personal chaisiite of each
offender, and the outcomes of each individual’'s case (femgte, whether
charged, number of frauds committed) to examine chequel frRotentially
each element of the script offers a point for interveningttg she crime.

The script approach has its critics, not least in the extnthich crime
scripts can actually capture the complexity of criminakaeaind crime scripts
can be dismissed as a simplification [Cor94a]. Nonethelesgnd their im-
portance for crime-prevention purposes they also provigayaof understand-
ing how offenders learn about crime. In doing so, they comglet Suther-
land’s much discussedifferential association theorjSut47, Sut49], which
describes how offenders learn from those around them, l®g dot explain
the process by which knowledge is acquired. Crime scriptitralso help to
explain why some offenders are more successful and morgatie than oth-
ers, and identify and explain changes in the ways that offeace committed
over time [LTO3]. Indeed, there are two processes invohBdhat of learn-
ing about crime; and 2) that of acquiring performance knadgée(which will
be discussed in an evaluation of resources needed to corfientes in Sec-
tion 2.3.3).

In order to assess more precisely how offenders behave,ettisiahs they
take and the reasoning behind them, we will now focus on aifspégpe

of offender, viz. the fraudster. There are several advastag focussing on
fraudsters. The first is that fraud consists of an array afrafés, undertaken
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for material gain, that increasingly involve some type afhteology (hence
the relevance to the subject of trust domains). In the UK &gall definition

of fraud was tidied up by the Fraud Act 2006. Of interest herthe three-
way classification of fraud given in the Fraud Act, which empassegalse

representatiopfailure to disclose informatioandabuse of positionA second
major advantage of our focus is that we can draw upon origesgarch to
understand fraud from offenders’ perspectives.

This work in part draws upon (mostly unpublished and newdaesh with
fraudsters in prison carried out by Martin Gill. The first istady of those who
steal from their employer ([Gil05a, Gil07, GGW10], see aB&P7]), and the
second a study of different types of fraudster and how theyirdtuenced by
economic circumstances [Gillla, Gil1lb].

2.3.1 Why and how fraudsters commit fraud

Probably the most frequently referred-to work on motivagidor fraud is by
Cressey, who saw trust violation as a key ingredient of aevbilar crime.
He developed the ‘fraud triangle’ and asserted three kayets of a fraud
by employees are necessary: offenders withadivation(he wrote in partic-
ular of offenders having non-shareable problemsy@portunity(in his work
Cressey was especially interested in the offender abuspugiéion of trust),
andrationalisationsto neutralise guilt (see [Cre50, Cre53]). The argument he
makes is that taking away any one element can prevent a fraoddccurring.
The model has been subjected to extensive critique as nearcdsof differ-
ent types of fraud conducted in different contexts has dgumesd the universal
application of the approach [DG08, SL13].

In [GGW12b], Gill and Goldstraw-White summarise that the ozawhy
people commit fraud can be classified into three generalpgrohbirst, frauds
are committed because the fraudsters make an economiattinal decision
that the benefits outweigh the costs. Second, fraudstemmeatieated by the
need to resolve personal pressures that fraud provides asnoégenerating
release from. Third, fraud is a response to exploiting opputies that are
presented (see [BMEQ9]). The remedies rest, in the first, casenaking the
costs of committing fraud high (especially increasing thespect of getting
caught), in the second case on identifying and helping wvegpersonal pres-
sures on individuals (and especially those who have a psifyeto commit
financial crimes if they can be identified), and in the thirdean reducing
opportunities in the way that the organisation is run andsdnesiness.
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Martin Gill notes that when you ask offenders why they contedita crime
on a particular day, all too often they state they did it beedtiwas ‘easy’. So
despite all the measures in place at banks and in retailtsuteth bank rob-
bers and shop thieves all too often state that the crime veay"eSometimes,
measures can even work in the interests of offenders. Fongea labels at-
tached to goods in stores stating that they ‘are only soldgh btreet stores’
(and therefore render them more difficult to be sold in otbeales such as
market stalls) can be an advantage for thieves. Some staed/hen selling
stolen goods buyers were rarely concerned about them bgilemn sbut they
did worry about the possibility of them being counterfeitabel from a high
street store added to their authenticity.

Gill's interviews with fraudsters who stole from their erapérs revealed
seven reasons for the offence, namely [GilO5a, Gil07, GGW12a

- Debt (which was generally perceived as out of control)
- Boredom (they were seeking excitement)
- Search for status (and money from fraud helped provide this)

- External coercion by blackmail (they were threatened toXpesged for
another offence)

- Atemporary lack of emotional balance (they lost controhait senses)

- The influence of organisational cultures (characterisegduy ethics,
weak leadership, and tolerance of dishonest practices)

- Opportunism.

More recently [Gilllb] interviewed 16 fraudsters in prisahout their ap-
proach to fraud and the economic climate. In terms of matinat five reasons
were offered, these were:

- They needed money, because they were bad at managing debt

- They want to win favour, and fraud produced the funding talitate
that

- They had an addiction, and fraud helped provide the fundsimed to
satisfy the addiction

- The opportunity was there, and some stated that it was eabyhanh
attracted them

- The fraudster was enabled to commit fraud as part of cargingormal
business duties.
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There are clearly overlaps in the explanations, and for soctigiduals sev-
eral apply at the same or different times. The last of thegecisided as a
separate category, although in reality it is facilitatedtivy appearance of an
opportunity. But its importance should not be underestmabecause where
organisations create opportunities in the way they conblusiness they must
expect (or not be surprised) if at certain points these leadmnes taking place.
Mitigation is therefore imperative. Indeed, while oppaity is not necessar-
ily a condition for fraud, it is typically important and oftemediated by 1)
the extent to which an ‘inner voice’ helps offenders overeamesire/need to
commit crime [SL13] and 2) company culture [BWO06].

There is one other topic that needs to be discussed, albeftybin any
assessment of why people commit crime, and that is the doivereed’ and
‘greed’. There is little doubt that these are relevant to sdraud offences.
For example, Tunley [Tun11] (p. 314) has examined the mitima for ben-
efit fraud and concluded, ‘empirical evidence has been edféhat benefit
fraud is motivated by need and greed, with opportunity @ctia a catalyst'.
Goldstraw-White [GW12] has assessed the issue of need ardligrieaud of-
fences from her interviews in prison. She concluded thatexbillar offenders
often gave accounts for their offending, which could besifés] as ‘greedy’.
She noted that, ‘greed appears to feed upon itself’ (p. 109pther words,
when fraudsters realise that they have a way of making maoey érime that
appears easy, they find it difficult to stop, even if the orgiiinancial reason
for offending has been satisfied.

2.3.2 The Fraudster Decision-Making Process

It is important to note that there are various ways of inteiveg to prevent
crime, and in an organisational setting, as elsewhereingdpaith motivations
is clearly important but not always practical. Often thesmof crime at the
workplace relates to problems in personal lives, such agtalas or financial
concerns, which organisations may not be aware of. Everyf éine, employ-
ers may feel there is little they can do about it.

Another mechanism for thinking about intervening in criread look at
how decisions are made. What is presented below is a framefgpthow
many fraudsters will approach their offending. Clearly albthe elements will
be relevant to the same degree, nor will they always be presenade in the
order depicted, but they do represent key decision poiatisrtiost fraudsters
will consider. They also represent key points in offendirigick provide an
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opportunity to influence how the offender behaves; ideallgtop an offence
taking place.

1. Choosing the target. In reality there are many factors that can influence
what makes a target attractive to a fraudster. A key factrbgithe amount
the offender knows, or can discover, about the size of thamand the se-
curity weaknesses at and around the target. In the casenoé cfamiliarity
breeds opportunity. Clearly staff, perhaps those who asead the most (but
this is not always the case), are the ones who are key to pirajebe organ-
isation. Ensuring that everyone works towards the comgalogst interests,
and is motivated to report any suspicious activity or séguieakness they
identify is important. It is also very important that the qoamy does not get a
reputation for ‘being easy'.

Itis worth noting that burglars sometimes return to the esef their crime
because they know they will be successful; and fraudstenggmes return to
victims from previous offences, because they believe théyow easy targets.
Some victims even appear on ‘sucker lists’ which are bougttsold on the
illicit market [Gillla, Gilllb]. Taking a strong line on de®y with crime
— and this includes determined but effective response — ften be a very
effective method of protecting the business. Offendersdaboth finding
easy targets and avoiding difficult ones.

2. Setting up the fraud. Most often when a fraud is committed some type
of planning or preparation is required. This is not always ¢hse, of course;
some frauds are opportunistic. The process of setting ugpual fis more diffi-
cult for insiders when, for example, individuals are morétbclosely, where
work is checked or audited, and where security weaknesgegraterstood,
monitored and acted upon. The key here is to think of frausisted ask,
‘what is it that will make this offence more difficult?’

3. Committing the fraud. The third stage is perhaps the most crucial of all
as it involves committing the fraud itself. Clearly at thisipt the dangers are
considerable, for the offender and, if he or she is succkg$sfuhe victim too.
There are at least two major considerations for the offeratet these are
nearly always present and therefore should be a considenatien thinking
about preventing crime. The first is that they will want tounesthey get away,
while the second is obtaining the rewards. The more diffitudt is, the more

39



2. SOCIOLOGICAL ASPECTS

work that has to be done (and the more clues they may leavsvafts), the
less attractive the target is.

4. Getting away. Another issue of crucial importance to the fraudster is
avoiding capture. In practice this has a number of aspewntfyding avoid-
ing the offence being detected for as long as possible (iddabm an of-
fender’s viewpoint, altogether), avoiding any link didgdiack to the offender,
avoiding action being taken once discovered, preferrirag ifhrsome reaction

is necessary it takes place at as low a level as possible,lamaiely that no
prosecution takes place and if it does that it is unsucckesBfigre is much to
commend initiatives that make offences more risky.

5. Disposing of the goods. Whether this is relevant will depend on the type
of fraud. But the commission of the fraud is not necessahby anly point
at which fraud management might focus. Money may have to lnediered
and a process will be needed for that. If goods have beennaatahey need
to be converted into money (unless for self use). This hasyrdangers for
the offender [Sut10], as the police have become more adepaaaging the
second-hand goods market.

2.3.3 Fraud Facilitators

Another issue when considering offenders is not just how thake decisions,
but the resources they need to undertake the offence sfuigedRoutine Ac-
tivities Theory has highlighted that in addition to beingtivated, an offender
must also have the resources needed to carry out the offetioauvalso be-
ing caught. Work has been conducted on the resources needefiending
(see [GilO5Db]). The discussion here is applied to fraud [&#85a]) and builds
on work conducted in prisons with fraudsters [Gil05a, GjlGn11a, Gil11b]:

Resources for handling emotional state. In order to commit an offence,
fraudsters need to be emotionally prepared to do so. In tineirmlogical
literature much has been written about ‘techniques of aéisation,’ (focusing
on the need of fraudsters to overcome any feelings of gualy tihay have).
But it seems that many fraudsters do not feel guilty, eittleanise they do not
sufficiently consider the consequences of their actiongeoabse they feel the
victim is deserving or can afford being defrauded. As a cqusace, avoiding
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staff having grievance, and dealing with them speedily dfettvely when
they do, is not just good management, but also good crimesptien.

Resources derived from personality/character traits. Different character-
istics or features of a personality impact not just on whethigaud should be
committed, but the type of fraud that could be committed. GilJ1a], Mar-
tin Gill found many fraudsters to be risk-takers, good atrtgladvantage of
opportunities. In [Gil11b], he reported that some fraudstelt that commit-
ting fraud was easy but having nerve when handling the pdscegfraud was
crucial; that was when they felt there was a greater danggeting caught.
One fraudster claimed to have committed the offence prallgipecause he
had low self esteem and the process of frauds provided thdirfgrio appear
generous which he hoped would win favour with people. Anofreudster
highlighted the importance of a good memory for avoidingtess ‘I had to
convince a fraud inspector once and | did. You have to hawbaihformation
in your head, you have to, dates of birth, the lot. You musehgall in your
head, you cannot hesitate, they are getting paid a bonugitgdinthese days’.
Clearly, the type of character/personality traits need#ldvary with the type
of fraud, but profiling fraudsters and understanding charégstics that make
offences possible is a much under-researched methodology.

Knowledge-based resources. [Gil05a] found that fraudsters mostly gained
the knowledge they needed from their everyday work. Theywktre pro-
cesses and procedures and different types of fraud-piewenteasures in
place, and, crucially, they knew how to circumvent them. tva@ill in his
study of offenders found one long firm fraudster who learned to build up
credit, by buying flowers, then paying for them promptly satthver time they
were able to earn the right to 90 days credit. At this poinytweuld make

a large order and disappear with the flowers and without gay#mother in-
terviewee, an accountant, described how his knowledge @f to massage
figures on profit and loss and balance sheet, enabled himftawutehis com-

pany.

Skills-based resources. Skills differ from knowledge in that the former are
the practical techniques needed to apply knowledge (ths)fathe important
issues about skills concern which ones are needed to conffartat types of
fraud, and where and how are they learned. In [Gil11b] Gilifd that some
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fraudsters were caught because of a lack of skills. Oneitwlizas convicted
of fraud partly because he did not properly check the idgmtitthose who
were asking him to act, and it transpired they were defrayidimorganisation.
He knew what should have been done but ‘took [his] eye off e im what
he later recognised was poor judgement. Another chequddtau(he made
and then cashed counterfeit cheques) noted: ‘There is dpo¢paration work,
making cheques, that takes a lot of patience. You need té¢enphal then it is
easier, putting details in is easy but laborious. You scangroper cheque and
then you have to work on it, there is a lot to it. Then you haveglém what you
do and where you go.’

Resources derived from physical traits. Physical traits, such as strength,
may be used to intimidate or physically restrain victims nalde the offence
to be executed. This is usually less important for fraud tboer offences,
although there has been value in some frauds in the offemgeraging intimi-
dating.

Tools or ‘crime facilitators’.  Crime facilitators are the factors that help of-
fenders commit crimes. For committing fraud, a crime faaibr may for ex-
ample include a computer programme that enables the fiautdsaccess per-
sonal accounts and download personal information. Mangtityefraudsters
need birth certificates or other personal information ireoittd create or take
over identities that can then be used for fraud.

Associates and contacts. An associate is a specific form of crime facilita-
tor, separated out because of its importance. Often but tmmgéact a fraud
would not take place, like where someone provides inforomadibout a target
which makes the fraudster believe that a fraud is worthwipigghaps relating
to weaknesses in fraud prevention. [Gil11b] found one fséerdwho claimed

‘I would buy details off of friends .. .1 had people who wouddl sne their NI
number and | would get their doleinother fraudster admitted that it was the
need for friendship that led him to work for a group of peopleovihad asked
him to commit fraud. They provided all the details about tfferce, his job
was merely to withdraw money. Getting rid of the proceedsaid (when not
for self-use) will normally require contacts. The chequaifister noted above
claimed he always passed the goods he obtained through ¥rauble same
fence, ‘He was always reliable. He once owed£86k and paid me.’
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In this section we have identified the fraudsters’ decisitaking process and
the facilitators that enable a fraud to take place. Thedgtitshelp to identify
weaknesses in trust domains and ways to address them. icupartby inter-
rupting the decision-making process, and by preventingvthdd-be fraudster
from gaining necessary resources fraud can be prevented.

2.4 Difficulties with Trust Domains in Practice

We will now turn our attention from the offender to the defendWe present
an empirical study designed to identify the importance oéttrdomains in
practice and the practical problems involved with estailig trust domains.

2.4.1 Study methodology

The empirical study was based on interviews with memberdffef a broad
range of organisations.. The interviews were with botha@emiembers of staff
who have oversight of organisational governance and waiffi ist operational
roles. Every organisation and every individual was cahgfiglected to ensure
a broad mix of disciplines and business verticals. The adsgdéions include
public and private sector, profit and not-for-profit, prodled and service-led,
national (most UK-based) and international organisatidihe selected organ-
isations are known to deal with sensitive issues becauseatteeinvolved in
police and social work or are engaged in highly competitivéustries. In-
terviewees were selected by a process known as ‘snowbalfitgrting with
contacts known to the research team and its partners, weulpuilirther con-
tacts via those we interviewed.

The key areas of focus for the study wenéormation-flowsi.e. infor-
mation at rest, in transit, and leaks and losses of infoomatndoperating
boundaries Within these two areas closer attention was paid to id@ngft

- The main risks to business in engaging in information exgkan
- What constitutes trust in the context of information excleng
- How trust is valued, and how it reinforces/undermines sgcur

- How organisations use information about each other to exehaanfi-
dence and improve interactions

- How organisations react when forced to share informationnocom-
fortable situations, in situations where priorities aredtls with each
other

43



2. SOCIOLOGICAL ASPECTS

- To what extent, if at all, technology helps.

Our schedule of questions was designed around four rolésvihéentified
as key to defining trust domains with an organisation. Ea#hsopports, to
a greater or lesser degree, the role of information protectbe four roles
are theRisk managerthe Business managgthe Security architegtand the
Technical administrator We assume for clarity that the four roles are non-
overlapping, but we appreciate from our study that this matybe the case
in practice, since roles are rarely this clearly defined aistingt from one
another. Our rationale is that these roles cover operdtinaaagement (risk
ownership) and support/strategic planning.

The focus, and a feature at the heart of our interviewing dulee is on
what trust means to the interviewee in the context of his oronganisation.
We envisage individuals having a duty to manage informatigrich leads to
a consideration as to how that information is protected vefemed. All of our
findings were anonymised, an obligation we made to everyaimtgrviewed
as is normal practice in research of this kind.

2.4.2 Insights

Organisations on the whole rely on trust domains, althougtieace so far
suggests they never call them that. In our interviews inggrees report how
organisations and employees organise information in tefdemains of trust.
Yet, there is a range of issues that appear to make the protgsaerating ef-
fective trust domains problematic. Although intuitive, rasted above, trust
domains can be hard to describe and hard to explain (patigldeyond any-
thing more than a superficial interpretation), and theeefiocan be hard to see
just what constitutes trust at a theoretical level. Spelficthe criteria defin-
ing the practice governing who can be trusted and why is unelefiA further
issue requiring clarity surrounds the mechanisms usedrfgerdering trust,
and similarly to respond to situations where trust is tteeatl or broken. Be-
low we summarise these issues and highlight the key reasbysawcording
to our interviewees, they have emerged as causes of concern:

- Many of the polices that organisations rely on do not workdose they
are flawed or not followed

- Technology does not take sufficient account of human bebhavio

- In many organisations the status of information protectslow, com-
pared to other business tasks, such as selling and finance
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- International differences complicate the developmentasfsistent re-
gimes

- There are real limits to the technology being deployed
- Organisations do not know who they are dealing with
- The nature of business means relying on trust.

Each of these headline observations — and in practice thegften overlap —
is discussed in turn. A more detailed discussion may be fauf@C14].

The rules for securing trust domains do not work. Part of the difficulty
for those working in data protection and information segus that often the
outcome is dependent on people within the organisatiooviatig rules, but
that data protection and information security is often het priority of these
people. This becomes an acute problem when the rules théteneto help
protect assets start to get in the way of doing business.

There are at least three explanations here. First the ridgdmineffective
in that they do not, or are not perceived to, adequately pratgormation.
Second, the rules are bad ones, bad in the sense that alttimyghill protect
information they are not conducive to the working practioéshose on the
front line, so consequently they are not adhered to. Thivel,rtiles are good
but there is not sufficient awareness of them. A linked theroerad awareness
is that the criticality of the rules, in particular the rolat the rules play in
protecting an organisation, are not widely appreciatedleéd training and
awareness about rules is reported to often be less thanusedqOf course,
all three of these explanations may on occasion be evidemyirsituation to a
greater or lesser extent.

Whether it is the principles behind the rules at fault, or thteripretation
and embodiment of the principles that is lacking, it is clgwat policies can
create difficulty. Where policies do not work or are circumtegh it means
that the organisation has less control over what happermbstheat increases
risks (assuming of course there was a sound reasoning fartieess in the
first place). But does less control imply greater flexibffitgalancing risk and
flexibility is key to understanding when and where trust dormanake sense,
and where they breakdown and become unworkable.

Technology does not take sufficient account of human behavia The
focus here is very much on human behaviour rather than tlke tobemselves.
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Itis not difficult to protect information where security letonly aim, or agreed
principle aim, but this is rarely the case. In reality, séguis rarely user-
friendly and often an impediment, and the realities of mgkimngs work in
practice under potentially high pressure are not thoughbtidh.

One reason that security measures are circumvented is ¢batephave
good knowledge of the other people they are dealing withgeeitvithin their
own organisation or another one. This facilitates trustiioumventing poli-
cies that may otherwise complicate business.

Another reason are cultural issues. It was noted that ineusities it was
necessary to take account of a culture that emphasisesdudiity and aca-
demic freedom, and is sometimes stretched to mean that derais the
employees have a free reign on activities involving seresisind potentially
damaging information.

These issues are sometimes known to organisations, and itaceac-
count. One interviewee noted that their organisation geita@®nal policies
on purpose, designed to exploit the psychology of peopleviebr. He gave
the example of passwords, where the aim was to make people afvevhat
was needed in the hope some would follow what was being pbestrThey
knew not everyone would follow good practice, but at leastsaevould have
adopted better security practices as a result.

The status of information protection is low. In many businesses, tasks like
selling and finance are perceived to be of more importancehayieer status
than the protection of information. This is potentially antoversial claim,
but there are a number of findings that appear to support fisisréon. The
firstis the extent to which policies are overridden by senianagers in pursuit
of their own ends, which can lead to some fractious discuassitn other ex-
amples we have seen interviewees pointing to policies agbaspirational’,
rather than requirements that arise to satisfy the fulfjliiforganisational pri-
orities. An interviewee noted that complex environments lead to policies
being developed that are contradictory, and as a consegumtome a low
priority or result in the policy being seen as not important.

This resulted in confusion and a lower take-up than was héipednother
interviewee described other departments pursing poliniflagrant disregard
for good information security, and noted that this was irt paesponse to them
not viewing information security in the right way. We wersa@informed that
these departments also believed that they could do whatesewant because
someone else was responsible for information security.
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This interviewee noted that the resources devoted to irdtiomn security
were slight, and this may reflect its status. Yet anotherige/ee thought that
ignorance was the main reason why security attracted a |msityr

International differences and the development of consistd regimes. A
major impediment to good systems for securing trust is tfferént regula-
tory requirements that apply internationally, meaning trganisations need
to apply different approaches in different parts of the @orThis can mean,
and often does mean, that different processes and techies kg needed, and
there are different requirements on staff too. There may la¢sgeographical
policy differences, in part because requirements arerdifte but also perhaps
because there is less trust in regimes in some parts of the.widence the
amount that one might want to disclose may be very differdsing a mixture
of localised (i.e. different) processes can increase .risks

There are real limits to the technology being deployed. When technology
operates in silos, having overarching domains where pesbyalee information
can be problematic and at times impossible to achieve. Asmqitoblem re-
ported relating to technology is that security people ofisk questions that
are difficult for non-security people to answer, for examf#®w do you want
to protect your information?’, or perhaps more relevarityhat level of pro-
tection do you need?’ Being able to understand technicgbjaand make in-
formed choices requires a specific set of skills, and thesstins assume that
people know the *how and what’ of security, which too ofteaytlio not. Sim-
ilarly, we heard that technology is not always easy to usafoon-technical
person, and security people are sometimes seen as ‘speiatiaking things
difficult’. The particular interviewee pointing this out teal that protection
measures are hard to use.

Another issue reported with technology is that it quickltees dated.
Worse still, more devices are coming on board that indivislaan afford and
have access to but companies just cannot, which creates#tkefar policy
exceptions to accomodate private devices. This forces aniap to develop
strategies for Bring-Your-Own-Device (BYOD) scenariok [mf]).

Technology certainly enables users to do more with infoimnabor to do
their job in multiple ways. And this complicates the sitoatfor the security
architect. New technology, as we heard form one intervieweeds to be
thoroughly understood and tested before it can be safeliogeg, and that
takes time and resources to complete.
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Security controls are also described as sometimes not hgirtg scratch’.
One interviewee admitted that organisations cannot niéigtpossible threats.
Some choose to focus on just the major risks. Another probremtioned
relates to managing the controls. This interviewee alsedthat there are
technology issues in the way systems are structured, nggadmét it can be
difficult to connect to third parties.

Organisations do not know who they are dealing with. Many interviewees
admitted that they had to share information without knowivitp they were
sharing with. They would know the organisation, and may haveugh idea
if it was a customer/partner, but not know any details. Mahyhose inter-
viewed said that they had at some time shared data and rdaiate that they
should not, the consequences of which could have been seBeatehere is
also evidence that personal relationships play a majoripauilding trust.
For instance, the ex-work colleague who has moved into a oéwis often
cited as a strong trust point in the mutual exchange of in&tion.

The nature of business means relying on trust. Several interviewees noted
that the more typical criticism of security is that it redsdéerty, in that
security restrictions reduce freedoms. In practical tertinge more practical
consequences of security are that it reduces reliance st #idhile this can
sometimes be a good thing, it needs to be understood thatdassgenerally
operates on trust, as one interviewee noted: ‘Bear in miatlttie way that
brokering works is based on trust. That is the perceptiomsfiiance. We
trust clients to tell the truth and we trust insurance brekertreat clients’
claims truthfully. The fact is we just don't see people agustivorthy, actu-
ally the opposite. This is how insurance has always been;dbeeld ways
survive in our world. Some industries do nail down every finlty, but that
is not trust.’

2.5 Analysing Trust Domains

Our working definition of a trust domain is a grouping of twonoore entities
that share the same level of expectation regarding seafritiformation that
they wish to exchange with one another. Further, we receghit there exist
one or more entities that must be denied access to the infioma he basis
for trust between the entities that form the trust domain leatouilt on both
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Trust Primitives Reliable identification of entities
Reliable belief in mututal values
Reliable expectation of behaviour

Trust-Building Primitives Accountability
Audit
Delegated Authority
Trust Management
Assurance

Flow-Control Primitives Isolation
Separation
Policy

Table 2.1: Trust-Domain Primitives

technical and human factors, legislation and regulation, @olicies and pro-
cedures. Conceptually, trust is based on mutual humansaliechnology is
called for in situations where human behaviour and humaitdtians present
athreat to the trust domain, or where technology offers awgd functionality.
For example, technology can make compliance with the ainagrefst domain
easier to achieve.

We employ the concept ahformation flows defined as an exchange of
data between two or more entities that together represemsiectomain, where
this trust domain describes the boundary across which atcesstricted. Data
flows according to a stated process, where the security afldtethat flows
demands exceptional protection (with respect to data thallowed to freely
flow between all entities). In practice, we are interestethiormation flows
within and between trust domains, i.e. between organisgtidepartments
and individuals. For example, within an organisation we sast domains
consisting of two or more departments, work colleagues aadagers (pos-
sibly located at different geographical sites). Similavlge see trust domains
being formed between organisations. At a personal levekeedrust domains
being formed between individuals, for example a patientthed doctor, an
individual and their bank manager, and between friends amly.

Based on this high-level description, we define a non-exhauset of
trust-domain primitives that we believe are present in saombination in
all trust domains. These primitives are shown in Table Jrlst Primitives
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are the main features that need to be present for a trust dambe effective.
The first required primitive is the reliable identificatiohemtities, both within
and outside of the trust domain. In particular, potentiafmers of the trust
domain must be identifiable, as otherwise access contrdd camt be exerted.
Furthermore, the fact that entities can be identified neetde communicated,
and the identification needs to be communicated reliablyedls &econd, there
must be a reliable belief among the entities that the carestts of the domain
subscribe to mutual values with respect to the purpose ofidineain. Third,
entities must be able to reliably expect other entities twalve according to the
shared values.

Trust-Building Primitivesare the properties of a trust domain that enable
trust to be established in the participating entities. Tdlowing five trust-
building primitives emerge as important: Accountabilitiyemtities for their
actions at an organisational or individual level, Auditatilis, the capability
to provide evidence of correct behaviour to third partiesldated Authority,
i.e. the sharing of information and processing capalslitiith other groups,
Trust Management to revise policies in order to maintaint@ngthen trust,
and Assurance, i.e. the confirmation of trustworthinesereesharing

Whereas trust-building primitives relate to the constitaei the trust do-
main and the processes within the domdigw-Control Primitivesgovern
information flow. Of particular importance aisolation that is, the ability to
place restrictions on information-sharing outside of atligcontrolled group,
separationi.e. the assurance that information is only shared betwreisting
entities, and thexistence of a policy.e. the definition of operating character-
istics that meet security needs.

In practice, these primitives need to be implemented usiocgnabination
of technology and social means. For instance, the relialpeaation of ac-
ceptable behaviour can be supported by technical or ledat@ments.

2.6 Modelling Trust Domains

A key feature of the trust domains project has been recagmisie impor-
tance of information flows, and to take them as the basis foréumodelling
activities. The concept of sharing information, of infotioa flowing from
one organisation to another, and that information is inmgurand needs to be
protected, was generally well understood and openly aeddpt our intervie-
wees. Risks vary with organisational context and culturg this is where
modelling can have the greatest impact.
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In this section we identify important questions to be angdarsing mod-
elling, the aspects that need to be modelled, and the alajabameters. Fur-
thermore, we point out the existence of tradeoffs.

Based on our interviews, the following priorities emergedtee most im-
portant aspects for those attempting to determine whethesgt a relationship
build around a trust domain:

- Why should I trust?

- What problems do | need to be aware of?

- Is there a better way that | should be considering?

Our interviewees also pointed out the need to understantuiatisin better,
which often arose from a sense of professional ignoranceey Blated that
they do not have the necessary information to make a chbieg gre not used
to dealing with a particular terminology, and that theyl stideded to provide a
convincing argument to their peers, even if they understbedituation.

We dectected in talking to several interviewees that thet tdecision-
making process tended to be based on subjective values. liigdmay be
able to bring a degree of objectivity, for example by suppgrin-house re-
view of another party’s policy or technology, vetting of imduals, reliable
separation of roles and duties, agreement on acceptalels lefrrisk, assess-
ment of the costs of breaches or failures to comply with lagien, and by
helping to determine reputational damage.

In the following we discuss several aspects that give risspezific ques-
tions of modelling.

Attitude to taking risks.  Perhaps predictably, all interviewees that we have
spoken to recognise the need to comply with legislation ahdraegulatory
requirements. They also believe the organisations thek ¥osrare commit-
ted to achieving this. However, on several occasions earees reported that
policies that had been developed to promote good informatéxurity were
being ignored. The reason was often that the policy in qoegtievented indi-
viduals from doing their job, sometimes altogether and somes by creating
inconvenience. As a result, employess found workarountisstoules. These
‘workarounds’ invariably led to greater risk for the orgsetion and for the
individual who appear to have chosen to ignore corporatetipess, and were
only possible if individuals ‘abused the trust placed innthe- albeit, they
reasoned, with the best of intentions.

According to our interviewees, for the most part employeetions were
well intended and justified on the basis that the policiesewatworkable in
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the given situation, or at least were not seen as the besageedfor optimis-
ing broader benefits to the organisation. This leads to aigirihg balancing
equation between a commitment to following policy requiesnts and a com-
mitment to completing a task. It appears from our questigrifrat people
are willing to risk personal admonishment (or worse) in otdeget their job
done’. However, by and large they were not expecting to gegleg and even
if they did they expected to be able to appeal that they wen&king in the
best interests of the company. In many cases the implicatas that they
believe that should their actions be noticed, ‘commonsenke@revail’, and
the organisation will understand the need for rule inf@tin the pursuit of a
greater good.

This leads to théradeoff between performance or convenience and secu-
rity. All interviewees naturally showed concern about riskshe&rtoperation,
and all keenly demonstrated a rational approach to dealitty ngk. How-
ever, there emerged a distinct difference in the level &fthat one organisa-
tion would accept compared to another. For example, an @agon involved
in preserving national critical infrastructure is typigahverse to taking any
risk, and seeks strong assurance when operating outsitietighitly protected
perimeter, and is often reluctant to cross the boundaryl.af&the other end
of this spectrum are organisations well versed in takinistithat accept fail-
ure as the ‘cost and consequence of doing business’. In batwe see what
can be perhaps best described as ‘informed risk taking’. s/attempts are
made to reduce risk, there is general acceptance that aoeresdidual risk is
acceptable. This residual risk is typically expressedimgeof failure to meet
regulatory requirements, penalties (especially reqylimreputational dam-
age), and personal accountability (e.g. penalties imposeddividuals). In
effect, there is a tradeoff between the risk of failure taw@eland the penalty
for circumventing policy.

Ownership of security In the sample of interviewees, two clear groups are
in evidence; those that define security and those that agetaff by security.
This inevitably leads, on occasions, to different agend&f. heard on sev-
eral occasions that the policy setters reported (or wererteg) as being less
concerned with the practicalities of the requirements ey and more con-
cerned with being seen to have defined a good security solédioa given
set of threats. The consequence of this, it was reportedth@asome of the
solutions would turn out to not be applicable to their paitic organisation,
seemingly a very poor practise. This led some interviewaesperational
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roles to routinely ignore or circumvent policy in order deithjob. The first
weakness leads to, and then compounds, the second.

This observation points to the existence girancipal-agent problengcf.
e.g. [MCWG95])), i.e. tensions between the rules prescrilyeal frincipal and
agents performing under these rules.

Internal vs. Outsourced service provision Whilst some organisations al-
ready outsource some functionality, particularly arouma provision of tech-
nology infrastructure, many (perhaps most) are reportdsktstill evaluating
the options. Online services, like those described as a fjpfmt the Cloud,
are certainly high on some organisations’ outsourcing dgeand it may sim-
ply be a matter of time before the move to greater outsourfingervice
provision occurs. Most interviewees noted that a strongiraent for mov-
ing to the Cloud was reduced operating costs, although iruplecof cases
there was recognition that an external specialist serviceiger — particularly
a technical/security specialist — should be able to promithetter service too
and would therefore be more trusted than an internally geaviservice. In
these conversations there was also an element of beingoasiéft the blame
when ‘things go wrong’. Some interviewees were very uneasl rasistant
to the idea of outsourcing, e.g. the critical infrastruetprovider. Most often
this centred in being unsure and/or unconvinced by the ddges to risk man-
agement and the quality of assurances given by outsourcovigders, and the
interviewees appeared reluctant to fully trust them. Ahesgl that they would
need more time and strong evidence — stronger than for amaiteartnership
— before they would feel comfortable trusting external pars. They envis-
aged needing to be more diligent when gathering evidenceitd toust, and
that getting to the point where they would be happy to proceida partner-
ship would take longer than for a similar internal partngrsh

This observation points to the requirement that modellimgusd help to
exploredifferent design alternatives

Information Flows It has emerged is that information-flows are in fact an
important focus of this research enquiry, providing a b&sisinderstanding
and describing how trust domains work. Perhaps with the miae of the
critical infrastructure provider, all organisations theg¢ spoke to base their
business model on a need to efficiently send and receivenirafitwn with par-
ties both inside and outside of their organisation.
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That information has value is widely appreciated, but itegrp that or-
ganisations have great difficulty articulating that valas do practitioners and
academics). The concept of data classification is not widdltypted, but it
is talked about occasionally when describing higher vatdiermation, and it
is not clear that even documents marked ‘private and cortfaleare always
tightly controlled.

* % %
In this chapter we have studied issues of trust and trust ohenfilam socio-
logical and criminological perspectives. Based on intama with fraudsters
and within organisations we have learned that organisatiety on trust in
order to perform their function, but may fail to enable trast to ensure that
trust is well-placed, and that offenders undermine andruse in order to gain
advantages or to cause damage.

We discussed crime scripts as an appropriate way of desgriffender
behaviour. Based on this concept we identified the five-segstbn-making
process of fraudsters and the resources that they needen torgherpretrate
fault. Our interview studies with employees of organisasithat handle sensi-
tive data allowed us to identify key properties that mustuggperted in a trust
domain and key issues to be addressed by modelling.

The insights presented here summarise the work done in i Domains
project. More details, including full interviews can be falin the deliverables
of the project, particularly [CG12, GC13] and in [GC14].
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Chapter Three

A Semantic Model for Trust
Domains

The concept of a trust domain exists to provide a foundatosdécurely shar-
ing information among a group of (possibly distrusting)itéed. It enables
the parties involved and any observers to appreciate thet ¢vtrust present
before proceeding to share data.

A definition of a trust domain that is suitable for this purpdésthe follow-
ing: A trust domain ighe state and processes that allow resources to be shared
between entities that are members of the domain and whese theities have
an expectation of and exhibit shared and predictable behawvio protect the
resources.The key points in this definition are that a domain should emsu
that members exhibit certain behaviour and that this belavan be checked
by those placing trust in a domain.

A trust domain is established by allowing participants tecfy the infor-
mation that they are willing to share with each another, atiog to a policy
that defines how, when and with whom this information can teesh This
policy is then enforced by control mechanisms, defined asgidahe defini-
tion of the trust domain, which provide evidence that supgpassertions about
the properties of the trust domain as well as enforcememsopolicies. These
controls have to be achieved through some technical (ecgsacontrol, roles,
cryptography) means as well as social means (e.g. contaddtgations, law
enforcement). Based on this definition, a trust domain aims t

1. Define mechanisms for controlling membership, that ideftnes pro-
cedures for joining or leaving the domain
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2. Provide interfaces through which data flows. These iate enable
separation of channels through which security-sensitideren-security-
sensitive information can flow

3. Provide infrastructure that determines and enforceswtiata can flow
through which interfaces, both within organisations angss multiple
organisational boundaries

4. Provide the mechanisms for determining the level of sgcprovided.

In this chapter we identify the concepts that can be used sorithe a trust
domain and how these concepts are related. This charatieniss captured
in the form of a model based on semantic web techniques.sénigntic model
enables and simplifies communication about trust domaihg&hnis required
both in implementing and in modelling them for evaluationl agrification.

The chapter is structured as follows: We first identify keght@ical and
social components. We then present a three-layer approadts€ussing these
aspects and study the relations between these componeidentiédy. Based
on this, we define our model. Finally, we discuss applicatiand extensions
to this model.

3.1 Objectives and Approach

The purpose of the semantic model derived in this chapter fiermalise the
notion of a trust domain in such a way that it can serve as a sngacommu-
nication among parties involved in the establishment,gteaind maintenance
of a trust domain. The objectives can thus be summarisedlas/fo

1. Provide a common conceptualisation that can be used ootistruction
of trust domains and communication of their properties dratacteris-
tics among stakeholders

2. Provide extension-points that enable the notion of & ttamain to be
integrated with other supporting or related concepts.

3. Re-use existing (related) models to develop a rich sebo€epts that
can be used to conceptualise the notion of a trust domain.

A trust domain is constructed using a combination of soaidltechnical sys-
tems. Social mechanisms define the norms and responsibitifientities (i.e.
human), while technical systems provide mechanisms througch the ac-
tivities of participants are controlled and monitored. @im is to identify
those concepts that can be used to construct a trust domath ®ncepts
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could exist in various forms and at different levels of adstion. Therefore,
to capture them we need to adopt an approach that enableslesdiibe these
concepts not only at a particular level of abstraction bab &h terms of the
mechanisms needed to integrate the concepts across the tdysbstraction.
In other words, the approach has to cater for inter-relatenong the concepts
at the same level of abstraction as well as across abstdatiers.

In order to capture the knowledge about trust domains, Wisaitnethods
and tools developed in the context of the Semantic Web iiviéia This gives
us means of describing concepts within the application dioraad relating
them to each other. We employ the Protege tool [GB] for formalising
the concepts. In particular, this approach allows for ferlormalisation, e.g.
by means of description logic [KMR04]. The model is constedcas a set of
related ontologies (cf. [VR] for a definition of the term ‘otdgy’), which can
be extended or refined as we develop a better understandingsbflomains.

3.2 Trust Domains: A Layered View

Throughout this chapter we adopt a perspective that peusit® discuss a
trust domain as a set of layers. From top to bottom, the maja@rk concern
the general tasks and activities that the trust domain addsg the services de-
ployed within it, and the technology underlying these smsj each of which
will be discussed in turn.

Processes or Social Layer. The processes or social layer is concerned with
general tasks and activities to be addressed when opemtingst domain.
This layer describes the purpose of the trust domain, th#ttéssupported ac-
tivities. These are linked to corresponding business goaldead to questions
concerning the people-specific processes being suppoitkith\the domain.
Activities supported by a trust domain can be thought of ascghranslated
(either formally or informally) into a set of processes thed¢ operated by the
members of the domain. People and processes are supporteel tesources
of access devices, services and information. The followisypects are of in-
terest from a top-layer perspective when processes arerpextl:

Actions by people and services can affect the type of an information item,
e.g. the attributes regarding ownership, purpose, or ggatlassifi-
cation of the item. For example, a report in preparation maytain
confidential information, but then a person involved in thegaration
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may add personal information, which changes the type ofrtf@ma-
tion.

Data-processing moves information between and through access devices and
services. We therefore have to consider the way data speazadss
these different elements and resources. One concept fowfoh the
spread of data is to consider it in terms ofiaformation surfacei.e. the
number of different ways to access an information item otgtereof.
Analogously to an attack surface, the information surfa@nges in the
course of the processing of the data, e.g. by changes in ehipetrans-
mission over unprotected channels, or storage in unpextqotrsistent
storage..

Individual goals guide and affect the behaviour of the individuals and organi
sations that comprise a trust domain, thus affecting how phecess in-
formation. For instance, an individual who is incentivigedleliver on
a particular task before a deadline may take additionasrishandling
information in order to achieve this goal, e.g., by sendmg data to a
person not authorised to receive it, or by using insecurenar@sms of
storing or transmitting the data. The importance of thissaspas been
highlighted by the empirical studies in Chapter 2, whichéhawvinted
out the importance of taking into account the tradeoffs thdividuals
may be forced to make.

A suitable model for the process layer must therefore tal@ account the
following questions:
1. What are the basic constraints and properties that sheutgiranteed
by the particular trust domain?

2. What are the processes required for defining domain mehipeasd
for maintaining an appropriate set of policies?

3. Which people and roles are involved in setting up and miaimig the
trust domain?

4. What are the necessary processes and information iterstatalieh trust
between a trust domain and its members?

5. How can trust be communicated between individuals arst tfomains,
i.e. how can individuals enquire about the trust status efdbmain or
items within it?
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In order to tackle the first question, we need to think abow@datative high-
level description of policies that need to be implemented sufficient stan-
dard by members and supporting services. The second quéstiohes on
the management and life-cycle of policies and membershiptrést domains
can be dynamic, with people coming and going and the threatcgmment
constantly changing, membership criteria and policiestraocsommodate for
these changes. With respect to the third question, managerha trust do-
main requires the role of a trust domain owner as the one windtimately
responsible for all tasks. As the tasks themselves can b@legrand may
require a wide variety of skills, it is likely that the owneato delegate many
of the corresponding activities to other individuals. ®itust establishment
is a key concept, we need to understand what types of infasmédvidence)
must be conveyed for a member to be allowed to join or conreeet trust
domain, and to maintain their membership and connectiores@an four con-
cerns mechanisms for exchanging information about thetitgeand state of
members and platforms in a trustworthy fashion, e.g. asecttéals about at-
testation, run-time monitoring, and audit or managemeatgsses. A col-
laborative project may span more than one trust domain, mait exchange
information beyond its boundary with other trust domainserédwe need to
consider processes for exchanging trust information akaseéhe provenance
information associated with particular pieces of inforimat This aspect of
establishing trust suggests that we need core trust domairces that help
collect and store evidence.

Services Layer. This layer describes the types, organisation and orchestra
tion of the services that form the trust domain. This layercsons the tech-
nical realisation of the trust domain, and specifically akm how the policies
and processes defined in the top layer can be implementedispebple can
use the trust domain in such a way that its purpose is fulfiéled the data-
protection requirements are met. Conceptually, this lageid be subdivided
into an architectural layer and an implementation layeshttuld be pointed
out that in addition to services supporting business die#i a trust domain
relies on a number of core services that are typically path@infrastructure,
such as utilities for assigning and changing ownershipfofimation items, fil-
tering rules for inter-process communication by meansgialling, resource
sharing, or communication across the network. Supportdsirigss activities
can be implemented through multiple different service futers (e.g. as Cloud
services). Each of them would have to conform to some aithital standard
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(or constraints). By means of core services the businesikesrthen provide
appropriate assurance that they are trustable.

Infrastructure Layer. Below the service layer we find the infrastructure
layer, that is, the actual technical implementation of tbevises in the trust
domain. The properties of this layer can have a significdatebn the overall
trust properties of the system. On the one hand, securithamems imple-
mented at the technology layer are necessary to supparatrbigher layers.
On the other hand, security mechanisms may also get in theoiaysiness
(cf. Chapter 2), and may therefore be circumvented by users.

When designing a trust domain we need to think about how weergfati-
cies and trust requirements from the high-level descriptiown into system
configurations, and technical and management controldy@andve create the
evidence-trail that demonstrates that the participatirigies are trustable.

3.3 Building Blocks

Since the notion of a trust domain is centred around infaionaflow, it is
important that we consider the channels through which mé&dion may flow
in any set-up designed to support information sharing. Déjpeg on the type
of information intended to be shared, a trust domain may leted in one of
three ways: i) purely in a social setting; ii) purely in a teal infrastructure;
and iii) across the social and technical systems.

A trust domain can be described using some fundamental pttieat
exist in both social settings and technical infrastructilifeese concepts can be
used to create trust domains of different types, enforcémechanisms and,
hence, varying properties. To understand the types, catigpoand properties
of trust domains, we begin by characterising a trust domainguconcepts
from the two areas. We then identify the main building blooksur semantic
model.

3.3.1 Social Structures

Social structures provide a means of controlling, restrgcand monitoring
the behaviour of individuals and organisations. For exanpftganisations,
professional bodies and associations define a code of cbtithtcspecifies
how its members are expected to behave, and the level oftpusigt brought
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for any breach of the code. For instance, when sending a gegsgoost, the

message is transported by entities outside of the intenadidrace, such as the
Post Office. But social structures (e.g. the code of condefthed by the Post
Office) prevent the postman and other entities from leartfiegontents of the
message.

Social structures may also be used to influence the propesfia trust
domain. Typically, there will be several kinds of sociaustures. The exact
type used, and how they are used in a particular instancee$tdomain, will
vary depending on a number of factors including the purpdsheodomain,
the properties desired as well as the environment in which autrust domain
occurs. Legislation and regulations play an important holalmost all trust
domain instances. Contracts and organisational strictanme used to hold
participants accountable for certain aspects of a trustailpmwvhile cultural
values and risk perception are critical for determining dtitudes towards
data sharing or accountability in a trust domain.

3.3.2 Infrastructure Support

The infrastructure serves to provide mechanisms that enbkat technical sys-
tems involved in or used as a means of processing, commingoat shar-

ing information observe and enforce the required infororaflow constraints.
Such an infrastructure will comprise resources that stoaasport or use the
information to perform computations, as well as compongrgscontrol how,

when and where a particular piece of information can flow. Trfi&astruc-

ture should be viewed as a means of enabling data-sharingcgamset of

participants rather than as an end in itself. For this readdferent types

of infrastructure may be used depending on other requiresrgrch as per-
formance, accessibility, ease of use and reliability, ab agethe strength of
security mechanisms desired.

The infrastructure consists of several layers of abstactiAt the lowest
layer are the physical hardware devices such as desktoputerspservers and
mobile phones. These devices interact according to theaitttens defined in
the system architecture and provide services to otherdayenumber of other
layers can be built on top of the physical devices. Thesedhilglyers serve as a
way of abstracting away the finer details of the underlyirtpt®logy and thus
simplify the usage of the infrastructure. For example, inlau@ computing
model, the Infrastructure as a Service (IaaS) is considerbd at a lower level
of abstraction on which the Platform as a Service (PaaS)ils [&imilarly,
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services in the Application as a Service (AaaS) layer sesvanaabstraction
mechanism built on top of PaaS. One thing that is common thallayers of
abstraction is that they each expose one or more interfaomsgh which their
services can be accessed. In many recent distributed systeeninterface
is defined using the Web Services architecture [BHM]. This architecture
defines aresource as the main entity in the architecture se&e as a means
of interacting with the resource, and can be used at any yadvstraction.

In addition to the interfaces described above, a number adgases are
normally set up to provide the necessary services. In theegbof trust do-
mains such processes must enable trustworthy operatiosthém words, the
components involved, and the processes they perform topstte services,
must ensure that services are only accessible through e interfaces,
that the interfaces restrict access to authorised enstidshat data-flow to all
the interfaces is controlled. We base our model on the Taustelti-tenant
Infrastructure defined by the Trusted Computing Group [TCG]

3.3.3 Modelling Frameworks

A trust domain can be deployed on different types of infrattire. Each in-
frastructure may employ different technologies to sengribeds of a trust
domain. However, at the architectural level, several aspean be identi-
fied that are common among the various types of infrastractis discussed
above, aspects of interest to trust domains include the welices architec-
ture and the trusted multi-tenant infrastructure. In théofang we discuss
these frameworks in more detail.

Web Services Architecture Model The Web Services architecture [BHNI4]
defines functional components, relations among them ansti@onts under
which they operate. The architecture defines four modelsgage-oriented,
policy, service-oriented and resource) that capture qus@nd relations among
them as viewed from a certain perspective. We collate theequis defined in
these models into an integrated architectural model astiiited in Figure 3.1.
The message-oriented model defisssages a first-class concept that has
aSendemrnd one or mor&eceiversA message is delivered by sofkessage
Transport mechanispwhich is constrained by Belivery Policy The deliv-
ery policy is a subclass dfolicy, defined in the policy model, which defines
Message Reliabilitproperties of théMessage Transporhechanism.
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Messages are used as the main mechanisms for communicatingesre-
quests and request responses, where a service is definedsigrtlice-oriented
model as an abstract resource capable of performing one @& tasks. This
definition of a service allows us to link a service tRasourcelefined in the re-
source model through a subclass relation. A resource Béasteand is owned
by a person or organisation who defineRadicy that governs how the resource
is used or behaves. This policy also defines the scope of aidémeaway that
captures the desired goal state. Policies capture peonssthat are required
by certain agents in order to enable certain resourcesdimatbme state, and
obligations that agents have on the resources. Permisaieranforced by a
Permission Guardvhile obligations are enforced by #@udit Guard

Trusted System Domain Model The TCG TMI Working Group [TCG] aims
to build a set of specifications for trustworthy operatiomiualti-tenant infras-
tructures. As part of this effort, the working group hasaslked the first version
of the use cases for a Trustworthy Multi-tenant Infrasueet(TMI). We use
these use cases to build a model that includes concepts katidne among
the concepts defined in them. The concepts capture the gat$dl while
the relations capture the dependencies, causalities &rddtions among the
concepts necessary to capture the functionality of a TMlesiibed in the
use cases.

The model, illustrated in Figure 3.2, is built around thesthmain entities
Policy, Asset andRole An Assetis an entity that is of value to a person or
organisation that participates in a TMI. Its value is defibgdhe entity that
has an interest in it, implying that the same asset could ddferent values
depending on from whose point of view this value is being corag. APolicy
is a piece of data that defines the constraints on how thesaasetused or
accessed by entities within a TMI as well as the expectedviaimaof such
entities. ARoleis a set of responsibilities assumed by an entity in the syste
It also defines the activities that any entity with such a oale perform.

The trustworthy multi-tenant infrastructure distingudstbetween two main
roles, viz. theConsumesand theProvider, and defines several concepts, some
of which are generic across domains of the two roles, whiterst are spe-
cific to each domain. Aomain Audit Agenis defined as a generic agent that
forwardsAudit Eventdo theCentral Audit Storea component that stores au-
dit events collected from various parts of a TMI. TBensumer Audit Agent
and theProvider Audit Agenarre subclasses of tHegomain Audit Agenthat
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are specific taConsumerand Provider domains, respectively. Each role es-
tablishes a policy that is published td@main Policy Storeand also creates
a Domain Management Agetd manage the domain according to the policy
they define. This policy is expected to be enforced Bolcy Enforcement
Pointin the domain in which the policy is set up, and is monitoredhsyspe-
cific type of domain-audit agent for the particular doma@mensumer Domain
Management Agergnd Provider Domain Management Ageaite subclasses
of Domain Management Agetitat are specific to Consumer and Provider do-
mains, respectively.

A Resourcas defined as a subclass A§setwhich has eStateand can be
provisioned or de-provisioned in the provider domain byRhevider Domain
Management Agenfo ensure that the correct policy is being enforced on a re-
source, th&€onsumecan validate the state of the resource usingdbasumer
Domain Management Agent.

3.4 Semantic Model

In this section we discuss how the models identified in the@ipus section

are combined to create a trust domain model. We illustragectincepts that
can be used to integrate the models and discuss how the semaptin the

usage of these concepts can be bridged. We first discusstampaoncepts
and relations, before integrating the concepts into th& ttamain model.

3.4.1 Concepts and Relations

The proposed model consists of a number of concepts, suthabh concept
captures a class of things that may exist in a trust domainiskd to build a
trust domain and used within a trust domain. Though all tleseepts may
be used in different instances of a trust domain, a few of tbembe charac-
terised as being fundamental to the existence of a trust oM identify the

concepts of Actions, Assets, Poalicies, Controls, Roled,Ewvidence as being
fundamental:

Actions are series of functionality performed by components andizge a
trust domain. An action typically either consumes or preagome data
or results in the change of state of a particular componesysiem. De-
pending on the level of abstraction desired, an action cativided into
sub-actions, where each sub-action contributes to thetheertcome of
the parent action.
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3.4. Semantic Model

Asset Our conceptualisation of a trust domain is based on the ifleaabling

secure information-flow among a set of entities. Such estithay each
have a set of devices through which they share the data. dfarte,
these entities may provide access to the information storethe de-
vices or other media to other members of the domain. For #asan,
we define the concept of an Asset as being a fundamental elehan
trust domain. An asset is something of value to the ownercbutd
also be valuable to other entities such as attackers or diiorge One
example of an asset is data.
Data may exist in many different forms, and indeed each farfaded
with various kinds of challenges with respect to contrgjliow it flows.
For example, printed material could be prevented from b&kgn out
of the building. However, it is still possible that someormild scan
the material and send it over a network or copy it to a USB stfetir
this reason, different types of protections maybe requioeovercome
each type of challenge. To reduce the scope of our work, wi¢ tiva
model to data that exists in digital form. Other examplesssess in-
clude resources such as computers, services such as watesegand
communication infrastructure such as networks.

Policies are a means of specifying the behaviour of entities withirusttdo-
main, and how data flows within or outside of a trust domainlicis
describe the required or expected behaviour of procestengpats with
respect to information resources as a set of assignmemistramts, and
rules. Each policy specifies the expected relationshighiégncy be-
tween one or more entities within a domain. For example, Eychn
be used to specify the data allowed to flow into or out of a tdasbain,
the characteristics of the controls that should exist insttdomain and
the kind of evidence that these controls should provide alisfy the re-
quirements for a trust domain, it must be made explicit howhgmlicy
is enforced and how decisions following from the policies erade.

Controls are a set of mechanisms, processes or procedures thatesttierc
policies within a trust domain. These controls could be egushed
through social or technical means, e.g. penalties or tustenputing,
respectively. Controls monitor activities that occur with trust domain
and produce evidence, described below, that can be usetétonitee the
properties of a trust domain or its constituents.

Roles are used to specify the level of participation in a trust diomdach
role defines the types of activities that an entity assuntiag tole can
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Figure 3.3: Concepts and Relations in the Conceptual Model.

do as well as the types of behaviour that entities would bewtable
for. Roles are also a way of separating concerns in a trusadoand
isolating the activities that participants can perform.

Evidence is data that is produced by the controls within a trust dontaiim-
dicate the kinds of activities that have occurred. Theswities are
captured by monitoring the actions that are performed bynobehalf
of roles that exist within the domain. Examples of such evidein-
clude provenance, i.e. records of how data came to be, agii l.e.
logs of events that occur during the lifetime of a trust damaitegrity
measurement lists, i.e. a record of the binary hashes ofiamtcom-
ponents and data, and digital certificates, i.e. cryptdgcapentities of
components that perform certain actions.

The relationships between these concepts are illustrategjure 3.3: A Role
owns Assets that will exist within a trust domain and estdids a Policy that
constrains Actions. The act of defining a Role establishesayrmore poli-

cies within the domain. However, any given policy can onlyestablished by
one role. This means that if two roles establish identicdicjes, then both

policies are treated as unigue entities, which can be linkezligh the equiv-
alence property. Actions are performed by a given role ordmgesagent that
represents a particular role. These actions are monitgré€bhtrols to ensure
that the policy is being upheld. These controls produce éhé to indicate
that actions have been performed in accordance to the ggliBioth Evidence
and Policy can be considered to be a form of data which can b@ulated in
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3.4. Semantic Model

the same way as other data and may be subject to the same atifamafiow
restrictions.

3.4.2 Integrated Model

The fundamental concepts discussed above exist in moreothaiof the in-
frastructure modelling methodologies discussed in Se@id.2. To build a
model for trust domains that makes use of these models, we toeender-
stand how the models can be integrated. In order to achiésevtle use the
fundamental concepts as integration points, so that eantepsd that exists in
more than one model is linked using equivalence. This allahe relations
that apply to a concept in a particular model to apply to anvedgnt concept
in another model. As an example, Policy, which is defined enftmdamental
model, exists in the Trusted System Domain (TSD) model akagséh the pol-

icy model of the WS-architecture. This allows us to relatepbkcy concept
in the TSD model to the Permission concept in the WS policy hiddteugh

the equivalence property between the two concepts.

Using this approach, however, we are faced with the chadl@i@ possi-
bility of conflicts and inconsistencies. These must be resbbepending on
the requirements for the concrete system that was moddHedexample, in
the WS policy model, the policy is defined by a person or orgdite while
the TSD model specifies that a policy is established by a Réteaddress
this issue, we first identify a possible relationship betwperson or organisa-
tion and role. Using this relationship, we can then deteentite appropriate
concept to be linked directly to the common concept, i.eidyoln this par-
ticular case we decided on Role because it is possible that entities such
as autonomous systems might be able to set-up a policy.

In the following we describe the integrated model of a trustndin that
results from applying the above integration approach. Thdehis illustrated
in Figure 3.4: We define BomainEntityas a first-class entity in a trust do-
main. It is defined as an entity that hashnamberOfelation to theDomainand
has exactly one of the following typeBerson, Organisation, System, Process,
Resourceor Agent Furthermore, each domain entity ha&kale within the
domain. In this model we do not restrict the membership aaddte relation-
ship, so that a domain entity may participate in more thandwomeain at any
given time and may assume more than one role.

We define aPolicy as data whose scope is limited to a Domain. In other
words, a policy is only effective within the domain. It doest directly influ-
ence the behaviour or properties of entities outside theattom
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3.4. Semantic Model

Another important question relates to the definition of itz domains,
i.e. domains that enforce exactly the same kinds of policiesanswer this
guestion, we define a Policy to be singleton object but alloie be cloned,
i.e. copies can be made for use in other domains. The clonléy pan be
linked to the original policy through the equivalence pndypeThe policy is
consumed by th@olicyDecisionPointwhich create$olicyDecisions Policy
decisions exist in the form d®ermission®or Obligationsand are enforced by
a type of control calledPolicyEnforcementPointThe policy decisions can be
considered as a kind of evidence, which together with sonfieypmeta-data
can be used to express and communicate how the policy hadhbmemn down
into enforceable constraints.

An important aspect in trust domains is the ability to retigeisions to the
policies that triggered these decisions. For example, veheonstraint spec-
ifies that a certain action is permitted, trust domains mesalile to demon-
strate how that constraint (i.e. to permit an action) waslhred and the policies
which influenced this decision. For this reason we deififileencedas a re-
lation between the set of policies and the set of decisiorishwliere used to
arrive at the decisions. For this to work we require a policpé consumed by
a PolicyDecisionPointhat creates thBolicyDecision

A Rolemay also owrAgents which may act on their behalf, amssets
which are shared with other members of the domain. Assets haype, i.e.
AssetTypavhich could either b&kesourceData or Service Furthermore, the
model specifies that individual assets and agents must bedlynexactly one
role.

Actionsare performed on Assets by domain entities and Controlsirwith
the domain. However, before an action can be performedainerbnstraints
determined by the policy must be satisfied. For this reasospeeify that
Policies constrain Actions. To enable checking that apfetgconstraints are
satisfied before an action is performed, controls within doenain monitor
actions.

Resourcesre an asset type which has state. A resource can be pradsion
or de-provisioned by controls within the trust domain. Wheresource is
provisioned, it becomes available for use by agents and moemities who
request for Assets (including Resources) in the domain. stae of the re-
source also plays an important role in determining the pimseof a trust
domain.

We therefore allow state to be validated bypamainManagementAgent
This validation determines whether or not the behaviourtatesof resources
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3. A SEMANTIC MODEL FORTRUSTDOMAINS

is in line with domain policies. A special type of controlfeged to asDo-
mainAuditAgentis responsible for generating audit events by monitorirgy t
activities in the domain. Th&®omainAuditAgenforwards AuditEventsto a
CentralAuditStoravhere they can be analysed as part of evidence to determine
the properties of a trust domain, and alertsiloenainManagementAgewhen
certain critical events are observed.

We define messages as the main mechanisms for accessingesqmo-
vided within the domain. Each message ha&Semderand one or moré&e-
ceivers both defined as agents and is delivered through some Méssage
port mechanisms such as RPC or web services, which is coregiray aDe-
liveryPolicy. The model defines a service as a Resource which may be ptdovide
by another Resource.

3.4.3 Formalisation of the Model

The model discussed above consists of a number of conceaptslationships.
We capture the concepts using OWL (Web Ontology Languageys€sa and
define relations as object properties. Policy, Asset ana RelClasses are
defined as main entities, and a number of properties relagettoncepts. The
ownsAsset relation defines an 1M relationship between a role and an asset,
so that a given role can own multiple assets. We capturedtds ©WL inverse
functional property so that for every object (i.e.policy)this property, there
exists a single subject (i.e. role). We capture the estaddigproperty in a
similar manner, so that one role can establish multiplecpedibut each policy
can only be established by a single role. Properties thatifgpe functional
relation are captured as OWL functional properties.

3.5 Using the Model

The model described in the previous section can be used foméer of pur-
poses. In this section, we describe some of the essentmbfisiee model.

Using the Model as a Vocabulary The model includes the essential con-
stituents of a trust domain. This makes it useful as a voeapfibr discussions
on the nature of trust domains. For example, in the collabaraystem, a
number of components are included to ensure that policiesifigd by infras-
tructure owners are enforced by relevant job execution ar@isms. Figure 3.5
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Figure 3.5: Example usage of the model as a vocabulary foraheborative
system in [ANM13, KM12]

Researcher

enforces

Data Integrity
Policy

Consumer

illustrates how a vocabulary can be created from the modeth Besearchers
and OeRC can be defined as being domain entities.

In [KM12, ANM13], the Oxford e-Research Centre (OeRC) canléned
as an organisation that assumes the role of infrastructumero The infrastruc-
ture owner establishes an infrastructure policy to coimstiaw computation
and storage resources (an asset owned by the infrastrastuer) are used or
accessed. A researcher is a person who assumes the rolesafreemand sets
up a data integrity policy. Using the model as a vocabulasyéhkot of advan-
tages including enabling communication, providing a commnderstanding
among stakeholders, and inference of new knowledge.

Instantiating Trust Domains In any given situation there will be multiple
trust domains, each utilising different types of entitiesl &@nforcement and
monitoring mechanisms, but sharing certain propertiegaltigeir nature. For

example, two trust domains that both use different types@ivills, each con-

figured in a different way, will still share certain propesdj such as enforce-
ment being based on traffic filtering, due to the way firewatisrate.

A trust domain model helps to capture those properties thagtlve shared
due to the nature of entities used to construct it. It pravideharacterisation
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of the common entities and their properties and thus enahlssdomains of
varying properties to be instantiated from a common set tifies

Comparing Trust Domains The use of a common set of entities to instanti-
ate trust domains provides an opportunity to determineiffereénces between
trust domains. For example, if two trust domains are conttusuch that the
only difference between them is the type of domain entitgeg.(humans vs.
processes) allowed, then a comparison can be made by fgonsithe prop-
erties of the domain entities.

Inferring New Knowledge One distinguishing characteristic of trust do-
mains is their ability to make explicit both the intentiorfdtte domain owner
and the consequences of assuming certain configurationgxgmple, when
a target company in an M&A scenario (cf. Section 1) sets upligyto con-
trol how its data (e.qg. intellectual property) is used bylthek, a trust domain
makes explicit what part of data is affected by the policy &il ws conse-
guences of applying this policy, such as how accessible dltee liecomes or
the impact on the performance. The model serves as an inmpoota for in-
ferring consequences of certain configurations and new latge about the
attributes of a trust domain resulting from these configonat

The model developed here is based on a high-level understpofia trust do-

main. As this understanding may change in response to neglageuents or
when applying the concept to specific scenarios, it is ingmtrthat the model
be extensible. We achieve extensibility by building the elazh existing Se-
mantic Web concepts that are designed to support extahs#uid interoper-

ability. The model can be extended in various ways includiddition of new

concepts, specialising existing concepts, specifying iméarence rules and
linking existing concepts to related concepts in otherigpfibn domains. In
the remainder of this section we discuss how each of thesagrihs can be
achieved.

Specialising Existing Concepts An existing concept could be found to be
too coarse-grained for a particular application domairr. éx@mple, the con-
cept of a Resource could be further broken down into spegified that are
useful for a given application domain. This is achieved bgcying the spe-
cialised concept as a subclass of an existing concept thaing specialised.
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The new specialised concept will inherit the propertieefduperclass, which
may be overridden if necessary. New relations can also beatkfo link the
new subclass to other concepts in the model.

Specifying Inference Rules Inference rules are a way of specifying how new
knowledge can be obtained from knowledge in the model oaitsts of the
model. Rules are specified as relationships (conjunctiahdisjunction) be-
tween one or more properties (antecedents) and one or nateengnts (con-
clusions) such that when all the antecedents are true, llgeconclusions will
also be true. This may help, for instance, to identify inéstenicies between
policies.

Specifying New Concepts A concept is used to denote an identifiable class
of things. All the concepts in the model are defined as OWL ekasEherefore,
to add a new concept to the model, one defines a new OWL clasgygivan
identity. Such an identity must be unique to avoid confusi@nce the concept
has been identified, it has to be linked to existing concdfisexample, a new
concept such as Contract could be defined to denote a setadfdegtracts.
Such a concept could be considered a type of data and therafmt be linked
to the Data concept. Furthermore, it might be necessarydicdte that a
contract is different from a policy, i.e. a contract shouddibked to the Policy
concept through the Disjoint property, which captures treithat any given
instance cannot both be a policy and a contract.

* % %
In this chapter we have discussed how a semantic model f&trdamains can
be defined. The model is based on existing modelling metlogikd for de-
scribing systems in an ordered way and can be used to steuttenthinking
about trust domains in particular scenarios as well as fadiigg the imple-
mentation.

The concepts described here are based on the work presenialiv-
erable 3.1 of the Trust Domains project [MKBN12] and in [ANB]IAM14].
For a much more extensive discussion we refer the readegse thublications,
particularly Deliverable 3.1.
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Chapter Four

Components for Trust Domains

In this section we provide an overview of existing techn@sghat can be used
as components for Trust Domains. Our focus is on Cloud-bgsguhologies.
We identify technologies and components that can help imeig the main
characteristics of trust domains in the cloud. These are:

1. Control of information-flow to help ensure that infornuatiflows to the
right entities.

2. Comparison of observed behaviour against expected lmitain or-
der to help determine whether the entities composing thet ttomain
behaved and currently behave as required. This necessitaltecting
evidence demonstrating the nature of the behaviour thantty dad
and currently has.

3. Membership and access control to help ensure that ontjesrthat par-
ticipate in the trust domain can access the resources shétfed it.

In our discussion we distinguish between mechanisms foiitoramg and mech-
anisms for enforcement; additionally, we distinguish adow to whether
these mechanisms apply to data or to processing comporktike 4.1 pro-
vides an overview of the approaches discussed in this chapterding to this
structure.

The chapter is organised as follows: We first discuss exjséohnologies
for enforcement and monitoring focussing on processinggaahd on data.
We then discuss monitoring of device behaviour using a afised hypervisor.
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Processing Elements Data

Enforcement Data-Path Isolation Data-Storage Isolation
Sticky Policies
Monitoring  Assurance based on Trusted®rovenance-based
Computing, Hypervisor-ba- approaches
sed Monitoring

Table 4.1: Overview of Components for Trust Domains, streedd by the ob-
jects that they apply to (Processing Elements or Data) amtlyfte of mecha-
nism (Monitoring or Enforcement) that is applied.

4.1 Enforcement

Trust domains are designed to provide assurance that datareged between
collaborating parties flows to the right entities and doessleak. For that, a
trust domain’s data and information flows should be isoltech other flows.
Similarly, when trust domains operate in the Cloud, thesotegces need to
be isolated from the resources created by customers who tpanticipate
in the trust domain, and their information-flows should h#&dted from other
customers’ information-flows.

Multitenant Cloud infrastructures are designed to proddeend-to-end
logical separation between different tenants’ [JOP12kneta tenant is a cus-
tomer. Therefore, they rely on techniques that could hetpige the type of
isolation required for a trust domain to operate properly.this section we
study how mechanisms for isolating tenants in multitendou@ infrastruc-
tures could be leveraged to build Cloud-based trust domaltis focus on
virtualisation, as this technology provides the logicglamation of resources
that are physically collocated. At the application levettualisation allows
tenants to run their applications on the same physical hashlthe same way
as if the applications were run on different hosts. To thid, @pplications run
in virtual machines (VMs) which provide them with isolate® @nvironments.
However, as VMs located on the same physical host can haveltita sent on
the same LAN [HLMS10], the level of isolation provided by VN4snot suffi-
cient for isolating tenants’ data traffic. Besides this,lmggpions may need to
access data which, if not isolated, might be accessed byeaatit tenant than
the one to which the data is associated. In this section wegwome of the
technologies and techniques used to provide path isolatidrdata isolation.
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Data-Path Isolation Path isolation can be provided by creating virtual net-
works between VMs and devices. Here, we summarise appredchmeate
virtual networks that were proposed by VMWare [VMW] and Oeaf@Dral2,
Ora, Oral0].

In a VMWare infrastructurey Switchegvirtual switches) provide a virtual
network infrastructure. VSwitches located on the same iphlsost do not
share physical Ethernet adapters and cannot be interchethis enables
a strong level of isolation between information flows by sfyérg that only
VMs associated with a given trust domain should be conneictéde same
VSwitch. Port groupscapture all the settings (Virtual switch name, VLAN IDs
and policies for tagging and filtering, teaming policy, Legesecurity options,
traffic shaping parameters) to provide ‘persistent andisterd network access
for virtual network adapters’ [VMW]. If the VSwitches to beadby the VMs
associated to a given trust domain are assigned the samgrpop(s), then it
could help ensure that trust domains are always assignesthe network ac-
cess independently of the physical host on which they runirtdal port group
on a virtual switch ensures that frames do not leak to a @iffe¥’LAN. This
can help ensure that trust domain data does not leaMware ESX servers
virtual ports on VSwitches ‘know authoritatively what thenfigured receive
filters are for virtual Ethernet adapters attached to thafvV]. They also
‘authoritatively know the “hard” configuration of the viduEthernet adapters
attached to them’ [VMW)]. This may help define policies basedtn‘hard’
configuration of the virtual Ethernet.

In Oracle servers, virtual machines are referred td@wains Each do-
main can be assigned a role which constrains the access gonited to the
domain. This can help control and monitor the manner in whikts access
physical resourcesl.ogical Domain Channels (LDCgre full-duplex point-
to-point communication links providing a data path betwgeest domains
and virtual devices [Oral0]. The hypervisor creates one lf&Cach link.
This technology can help build isolated communication difdetween VMs
and therefore help prevent information from leaking.

Data Isolation To prevent data from being accessed by unauthorised ten-
ants, security mechanisms controlling data access areamskdn multitenant
Clouds, additional data isolation techniques are impldéatenin this section

we focus on three data-isolation techniques that can betassdlate the data

of a trust domain. This discussion is based on [CCWO06].
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Separated databases A first data separation approach consists in storing ten-

ants’ data in separated databases. Then, metadata canskelpate
each tenant to the database where the respective datagd.stdnis ap-
proach simplifies the management of tenants’ data as theficaiain
of a tenant’s data model or the restoration of a tenant’s fiditawving
a failure does not have any impact on other tenants’ data. edMeryas
the number of databases that can be hosted on a server isdjrttiis
approach has high hardware costs.
Applied to trust domains, this approach makes it possiblésdtate
data associated with a trust domain from data associatédoivier cus-
tomers. Within the same trust domain, it also makes it ptessitisolate
data associated with different participants by assigriirgnt their own
database tables.

Separated schemas Another approach to provide data separation consists in
storing tenants’ data in the same database and in assgagatit tenant
with its own database schema. Each schema regroups themomding
tenant’s tables where his data are stored.

This approach has lower hardware cost than the one desqilesd
ously and also makes it possible to extend a tenant’s datelmdgtthout
impacting other tenants’ data. However, restoration ohglsitenant’s
data after failure can have an impact on other tenants’ datayoll-back
often affects the whole database. Therefore, this apprigaghly con-
sidered to be suitable for cases where tenants need a smdlenwf ta-
bles, i.e., less than 100 tables. Finally, compared to thatisd-database
approach, this approach may require more complex mecharisine
used in order to secure tenants’ data. Within the same tamstih, this
approach may also allow participants’ data to be isolateatiffarent ta-
bles provided that the number of participants is low. Othigewisolation
of participant’'s data may need to be managed at the recoetl IBach
participant could be assigned a unique identifier to be detwutto all
his records.

Shared schemas A third approach to provide data isolation consists in s@ri
all tenants’ data in the same database and in the same tBhlgstenant
record can then be identified with a tenant-specific identifie

This approach has the lowest hardware cost. However, iétisex large
number of rows in the tables and a large number of tablesyregiin
after failure can have a bad effect on performance for alitienhaving
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their data stored in the database. Besides this, the agpnoag require
more effort when security mechanisms are put into placedtept data
access.

The isolation offered by separated databases is very stb@oguse there is no
database-level path between the different applicatiomséins. In this case,
the isolation is only likely to be compromised by a poorlypiemented higher-
level service. Separated schemas also offer strong isolatithe higher-level
services are suitably constructed, but are subject to commipe through the
database management system. In particular, backups agdtottts for man-
aging dependability will typically have access to all of teaants’ data. A
shared schema requires the greatest care during impletiverdad the great-
est reliance on fine-grained access controls, and so thai@moimust be con-
sidered inherently fragile.

4.1.1 Sticky Policies

The ‘sticky policy’ paradigm was introduced by Karjoth et[#gdSWO03] in or-
der to ensure that end-users’ preferences on how their sldtakie accesed
can be enforced wherever the data flows. A sticky policy ista daucture
in which primary data is associated with a policy (typically access-control
policy) so that the two are transmitted and stored togethdrthe latter can
be applied to the former regardless of the processing phatfor even if the
data migrates to another enterprise [KSWO03]). Applied tettdomains, sticky
policies can permit policies, specifying how data shouldabeessed by par-
ticipants, to be continuously enforced. This is needed wlaa accessed in
a trust domain is used outside the domain, in participangamisations for
instance. They could also help enforce that when partitgpparticipate in
multiple trust domains, data that is accessed in differaist dlomains remains
isolated on the participants’ computing platform.

When introducing the sticky-policy paradigm, Karjoth et aighlighted
that for sticky policies to be enforced policies should alevde associated
with the data they apply to. Kounga and Chen [KC12] highkghthat two
additional requirements should be fulfilled: (1) Data sklomhly be accessed
under the conditions specified by the associated policies,(2) on a com-
puting platform, data should only be accessed by applicattbat are able
to enforce the policy. These additional requirements intht computing
platforms which received data should be continuously nooed to evaluate
whether the conditions in which data is accessed fulfil tls@eated policies.
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Many approaches have been proposed to enforce sticky gmlikiarjoth
et al.'s approach does not enforce that data is accessed®specified by the
policies, instead, it is a ‘best effort’ approach. To avdiist Tang [Tan08]
and Casassa Mont et al. [CPBO03] propose to use cryptograptimiques
in order to bind policies to the data they apply to. These egqgies allow
data to be securely sent to a computer platform which fulfiecgic require-
ments. However, they do not ensure that access on the dastip&atform is
effectively constrained by the policy. In order to solvesthimitation, Kounga
and Chen [KC12] propose an approach which relies on the dduRlatform
Module (TPM) and virtual machine technologies to provideead-to-end en-
forcement of sticky policies. The latter makes it possibleun applications in
isolation and to provide access to data only to those agitathat satisfy the
associated policy. In order to achieve this, applicatioesantinuously moni-
tored and are authorised to access data if they are in a aédigrity state and if
they have a conformance certificate demonstrating thealméty to use data
as specified by policies. Before Kounga and Chen, Sandhu angd [5Z05]
also proposed a similar approach. The main difference lmtbeth is that
Kounga and Chen’s approach also relies on the applicatmapabilities in
order to determine whether access to data can be granted.

4.2 Monitoring

A trust domain is composed of entities that ‘have an expiectaif and ex-
hibit shared and predictable behaviour to protect the messt This defini-
tion highlights the need to evaluate the behaviour of thitiemicomposing (or
which are expected to compose) a trust domain in order tdifsiemhether
they exhibit the expected behaviour. This further hightisghat:
1. Each entity participating in a trust domain should geteeegidence that
can be verified by other entities

2. Each entity participating in a trust domain should getgegaidence that
characterises its capability to protect resources

3. Each entity participating in a trust domain should geteegaidence that
can be compared to expected characteristics to evaluatetadility of
an entity to behave as expected

4. Mechanisms should be in place to collect the evidenceeatttmeval-
uate whether an entity behaved as expected in the past andéntty
behaving as expected in order to protect the trust domaisBurces

82



4.2. Monitoring

5. Mechanisms to ensure that only entities exhibiting theeeted behaviour

can access the trust domain’s data must be put into place.
Evidence generated in trust domains should be non-replediilat is, entities
should not be able to deny having sent some evidence. In todachieve
this, each entity participating in a trust domain shouldehavpublic/private
key pair, and mechanisms for managing keys should be puplate. Trusted
Computing may help with this task; furthermore, Trusted @ating may also
generate evidence itself.

Trusted Computing To provide the assurance that the evidence generated
by an entity properly describes its behaviour, it is import verify that
this entity has not been tampered with. Trusted-Computrgriologies pro-
vide the means to achieve this. Trusted computing is a pgradieveloped
by the Trusted Computing Group (TCG) ‘to enforce trustwpibehaviour of
computing platforms by identifying a complete chain of trjisM10]. This
is achieved using Trusted Computing technology centredratahe Trusted
Platform Module (TPM). TPMs are tamper-resistant compaképs capable
of securely storing cryptographic material (encryptiolysecertificates and
passwords), generating cryptographic keys, digital siges, cryptographic
hashes and performing encryption. TPMs also provide threts iof trust: the
Root of Trust for Measurement (RTM), the Root of Trust forrage (RTS)
and the Root of Trust for Reporting (RTR). The RTS is a trustgglementa-
tion of a shielded location for storage of integrity measugats (in the form
of cryptographic hashes over data) and cryptographic kisks(8, Tru07],
whereas the RTR is a trusted implementation of a shieldeditocfor reliably
reporting the information held by the RTS [Mar08, Tru07].eTRTM is the
computing engine trusted to make reliable integrity measants [Tru07]. It
is also the root of the chain of transitive trust, where titirestrust designates
the process of extending trust to a second group of functfdhe description
of that second group by a trusted group of functionality idvalhe authen-
ticated boot process relies on this principle to allow a paogto evaluate its
integrity as well as the integrity of the components it relsm [Mar08]. In or-
der to do this, all pieces of code that are executed on a ptatfimm start-up
are measured by hashing their code.

Provenance Provenance can be described as ‘information that helps-dete
mine the derivation history of a data product, starting friéeroriginal sour-
ces’ [SPGO05]. Therefore, provenance can help audit theegsicg of data in
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a trust domain. In [APMO8] Aldeco-Perez and Moreau propogesenance-
based architecture for auditing as well as a provenancedbagplication for

auditing the processing of private data. They highlight tbaestablish such
provenance, additional information describing what ocediat execution time
should be collected by applications. They propose a metbhggdor creating

provenance-aware applications [APMO08]. Lyle and MartitM[LO] demon-

strate how trusted computing technologies can be usedvidgryusted prove-
nance. In a trust domain, trusted provenance might be needddmon-

strate that provenance data was generated by trustedesntiiamiluko and
Martin [NM12] also use trusted computing technologies. ylpeopose a
‘provenance-based model for reasoning about a systentitydbisatisfy trust

properties of interest’. This work could help the definitimirmodels for trust

domains. Moitra et al. [MBCDO09] consider information asswe and spec-
ify a framework allowing ‘wrappers, containing provenanioformation, to

be added to messages, e.g. a message identifier, a timestathp,hash of
the message and the algorithm used to generate the hashruist ddmain,

Moitra et al.'s approach might help generate evidence dsinating the man-
ner in which messages where exchanged between participants

4.3 Hypervisor-based Monitoring

Throughout the discussion in this chapter we have repsatdmierved that
trust domains require mechanisms to monitor the behavibaomponents.
Monitoring can be implemented in various ways, dependintherusage sce-
nario, but should generally work with as little influencerfrdhe system as
possible. If an operating system (OS) goes wrong duringfésirhe or be-
comes tampered, such that security properties are nottmedyino longer be
considered trusted, and neither would any monitoring thlédés on the OS.
Suspicion is usually aroused when we see something that wetdoon-
sider to be normal or expected. Computer systems typicallyad spend time
to reflect on whether what they are doing is expected by the Udee field
of anomaly detection has concentrated on being able to spohsistencies
within systems and networks that do not match ‘normal’ behav However,
many approaches have been riddled with a large probabfifigise positives.
A small set of anomalies and outliers may be insignificant courelated with
other types of anomalies can provide a more informative \oéwystem be-
haviour. In the past there has been work in ‘symptoms of ricalichehaviour’
which represent indicators of unusual behaviour [HB&]. More observable
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signals could provide more confidence in establishing thaaréicular event
has occurred, but more importantly it must help tell whethersystem is still
safe to use.

The focus here is on a subset of system integrity where spteperties
of the system can be observed and measured repeatedly theififptime of
the system. If a client machine on a network is not operatexpected, this
may not necessarily be a big indicator of compromise. Nbedetss from an
administrative point of view someone would want to know &tibis type of
behaviour as soon as possible when it occurs. This notioevembe extended
to the users of a trust domain, by providing a service thatitomthe status
of each client machine and thus both informs the users angleonents the
security of the underlying architecture.

We consider two kinds of changes during runtime: Some chabgee-
versibleto regain trust. If a hash of a particular application’s exable code
changes, this indicates that the program has been alter@dhe level of trust
should drop until the code is restored to its original st&durther example
could be a process that must always be running in order to tkeefpust level
high. In contrast, aitreversiblechange could be tied to particular system-level
components where integrity is critical and of the upmostangmnce, such as
kernel modules or drivers. Once these have changed, thdewva$ can never
go back up unless system is restored to a well-known ‘go@désReversible
and irreversible changes can be driven by policy per comptone

In this section we outline a specialised hypervisor thavides secure in-
trospection and monitoring of virtual machines. Hypervigzhnology is es-
pecially suitable for the following usage scenario: For emansitive data the
only acceptable way of sharing may be through a virtual tleom’, i.e. a
locked-down virtual machine that only allows access to #iggqarograms and
services. This virtual machine can be distributed to the akeng with the
monitoring component implemented as part of a hypervisa,the monitor-
ing component can then be used to detect compromises torthalvnachine
and to report whether the correct virtual machine has beetest

The main practical properties of such a component shoulddec

- A small Trusted Computing Base (TCB) to minimise the numbeses

curity vulnerabilities and for better verifiability

- Strict isolation between monitored OS and security soféewar

- Reliable network communication for reporting level of trus
In order to provide monitoring, we need a secure base to lyitth and use
it to be able to detect system behaviour without comprorgisire isolation
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(a) Architecture for endpoint hypervisor (b) Architecture with added out-of-band
monitoring. monitoring for physical memory and de-
vices.

Figure 4.1: Endpoint hypervisor architectures.

between the operating system and the TCB. To work with exgstirtual Ma-
chine Manager (VMM) software, we design a new component wbjmerates
alongside hypervisors to perform monitoring of system b&ha on a plat-
form, whilst keeping a small TCB that can be verified. The hy@®r uses
different ways to passively monitor a guest OS using Virtdakhine Intro-
spection techniques, described later. Keeping the hyg@ngmall has been
seen as an effective approach to improving reliability efttlypervisor and the
TCB (Trusted Computing Base) [MMHO08].

4.3.1 Foundations for Secure Monitoring

Mainstream processors include extensions to increaseghput and perfor-
mance of virtualised platforms. These extensions help énsttenario when
the OS requires executing a privileged operation or aceeassensitive area
of memory, which causes an event trigger. Execution is théttlsed momen-
tarily to the hypervisor to handle the request.

Some processors include a pre-emption mode built into theggisor, which
after setup by the hypervisor, allows for switching betwaaruntrusted exe-
cution environment and the secure execution mode basedeoantiount of
time spent executing the guest OS. This feature can be usasiitich to hy-
pervisor mode periodically so that the monitoring softwaaa run without the
possibility of being disabled. This allows for the guest @3 un with full
resources and keeps the monitoring running reliably thmagegular instantia-
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tion without requiring a whole separate virtual CPU coree Tiade-off could
potentially be explored in future work to see if pre-emptiorthe processor
fully satisfies isolation requirements.

Several monitoring drivers have been implemented, whildwefior moni-
toring of raw control I/0O and data I/0O channels of deviceshsas a disk drive
and network card (see Figure 4.3). Since the informatiome$e channels is
raw, the monitoring drivers are small and do not contain Héyel logic or
analysis which would affect performance of the monitorestesyn. Further-
more, this could be used on devices that are not fully viised, and could
yield better overall throughput than a fully virtualisedvibl® model. One of
the open research questions is to reduce the large semaptibegween the
raw data and high-level behaviour. Another goal is to noténtperformance
of the guest OS running on the machine. Monitoring is easiiyne to be ex-
tremely CPU and disk intensive, so performance is criticakder to not affect
the experience in the guest OS. We have built an experimieypairvisor upon
which the results of this work are based.

4.3.2 Introspection and I/O monitoring

Introspection is a mechanism used by a trusted componentpdeitfarm to
monitor at runtime another system running on the same ptatfenabling the
trusted component to safely and reliably extract dynanaperties of that run-
ning system. The memory spaces and execution contextssi tduenponents
are isolated and enforced by the hypervisor, which use tmperuntime in-
tegrity checking whilst protecting the trusted component.

We want to perform monitoring of activity within a guest VMsldg in-
trospection we can achieve this goal due to having no depegda the ob-
served system and due to being outside the attack range ofi@auns user.
The definition of introspection is based loosely on the ghib reflect on one-
self. In this case, the machine is looking at itself. The esysboundary of
the machine covers several sub-components, one of whidolsng at the
others looking for problems. The term originated with wogk®arfinkel and
Rosenblum, who created the first host-based IDS (intrusébection system)
based on Virtual Machine introspection [GR0O3]. This was fitet platform
that was able to observe the running state of a guest OS frasidetits VM.
Here, we leverage this technology to enhance reflectiorusf in trust domain
platforms.

Runtime introspection generally covers complete readsactte memory
and the contents of processor registers. Network and digfictin certain
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cases can also be monitored. Since the field of introspectiorcover a wide
range of devices and use cases, we focus on the design of beoraponents
of our hypervisor implementation. These components perfoemory analy-
sis and monitoring of disk activity.

Memory Analysis. We introduce a Memory Introspection Security Service
as a sub-component to perform secure logging and measurem®s state.
Mainstream operating systems keep symbol tables to helprdaind kernel
developers debug the system. Each symbol corresponds tmael kertual
address in memory.

When initialised, the introspection service waits for a siperiod of time
as the OS boots in order for the kernel to load all the symbits memory.
This is the entry point into the OS context. The introspetservice then scans
for the symbol table in memory. It is worth noting that somedfic operating
systems may leave a pointer to the symbol table in a CPU ezglsting boot.
Upon finding the symbol table, the introspection servicedsebe ability to
translate virtual addresses to physical addresses in nyeriibis is because
the introspection service is not running in the OS it is manirily, and thus it
must translate every virtual address from the point of viéwhe OS, which
can be either a kernel virtual address or a specific userspdoal address.
On x86 systems, the guest CR3 register holds a physical ssldoénter to the
root of the OS page tables. Upon finding a virtual addressintinespection
service traverses the page table to find the correspondipgiqath address.
If a physical address is not present in the table, then thealiaddress is
either invalid, or the OS has paged out the memory. A modeyrOfainclude
separate address spaces between processes and thus ttee mosi be able
to translate according to the context.

The symbol table contains pointers to internal data strastaf the running
OS, such as the table of currently running processes andstheflloaded
kernel modules. When traversing internal system data stresin a complex
system, the introspector is given a subset of the contexiineddjto get to its
destination. In ‘black box’ systems where there is littlens@étic information
about the OS available, this indeed represents a challegadnitoring as
there exists a semantic gap.

It should be noted that traversing data structures in merisayslow pro-
cess. For every virtual address pointer, a full page-tatid&up is required.
This can be overcome by caching the address space beforéonmagiof the
platform begins. However, this increase in performancesdoean that some
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parts of the cached table may be invalidated during therifef the system
as the load on paging continues.

Disk-activity monitoring ~ Although memory contains what is currently loaded
and executed, it is still a single data source with an inceteppicture of the
system. We thus augment this by a subcomponent of the hygoerfdar mea-
suring access times to the primary hard disk. Furthermoeegxplore if it is
possible to distinguish raw disk activity to see if it possito measure whether
there are expected variances in behaviour that can be aheglth the remote
possibility to identify some runtime behaviour propertigseliminating sys-
tem noise. We define expected runtime as execution trajestor

Some hypervisors include filesystem drivers that contamnttionality to
mount and interact with common file-systems. In our modefildbystem
logic is kept to the driver that lies in the guest OS. Howesarce the hyper-
visor logs access to the disk resource, it is able to monitotrol and data
channels to the disk. In particular, features like the Hateival times, the size,
and the address patterns of disk accesses can be monitaredagsed.

4.3.3 Example Applications

Trust characteristics of a system can be very subjectivevdlhdary according
to different organisational perspectives and platformtse llowing working
examples illustrate different scenarios:

Example 1: Process Launch In order to detect process launches, the process
table is continuously polled by the integrity monitor frorndt-time onwards.

If an application is launched that has not previously been §efore, then this
will be logged and the reflection of trust would be updatedetdasn policy.

A policy might state no programs other than pre-installezhpeims should be
started, or that no two specific applications be run at theesiime. There is

no enforcement to stop the user from executing an unknowgrano, but the
hypervisor is aware as and when it does occur. In the eventhisehappens,

a log is made and sent to update the reflection of trust tieldaiodient.

Example 2: Integrity of Executable Code The hypervisor can produce
hashes of the code segments of the operating system, dramasapplica-
tion programs, and compare these to hashes of known goodscofiius, if a
section of memory is tampered with or altered by a malicicger tio bypass
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security measures, this can be detected by the underlyipgriigor. If the
user of the OS decides to unload a kernel module or uninstilvice driver,
then the hypervisor would be aware of this event and updatéetie| of trust.

Virtual platforms that run in userspace, such as parts ofldwa Virtual
Machine, could be checked for code integrity. An open retequestion this
poses is how to extract additional context about a userspamggam, such
that the context can be captured and placed inside a moniiependent of
the noise of the operating system, with methods such aswgaeid memory
analysis.

The same technique can also be used to detect an attack ksopnoeess
hollowing’, where a malicious program overwrites the vadtmnemory con-
tents of an existing legitimate process in order to evadeatien by security
software ([LAHR11], pp. 496-499).

Example 3: Unexpected disk activity If additional patterns are detected
other than the usual boot trajectory, then this may indittzea modification
to the system has been made to execute additional servieggplications on
startup. This could lower the level of trust and more momigmay be needed
in the form of memory analysis, for example.

* % %
In this chapter we have identified technologies that can @tppist domains
by enabling monitoring and enforcement on both procesdielgents and on
data. We have provided a survey of existing solutions andribesl our hy-
pervisor for enabling secure monitoring of client devices.

This chapter is based on and uses material from the Trust Denize-
liverables D4.1b [KM12] and D4.2 [Shal2]. Note that the gyrof existing
technology given in Deliverable D4.1b has been shortenediderably for the
presentation here. For the full survey we refer the readérgoriginal source.
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Chapter Five

Modelling for Trust Domains

In practice, a trust domain comprises a complex network wfractions be-
tween organisations and individuals, which are governeatl sapported by
social norms, expectations, and technical infrastructittedelling is used to
explore this situation, helping to understand the impidrat of particular deci-
sions, and thus ensuring that important properties holddéWlimg can support
trust, as it can give guarantees on some properties, ana sugport designers
and users in making optimal decisions, both when the systetasigned and
when the system is in use. As illustrated in Table 5.1, wediyodistinguish
modelling approaches based on the nature of their outconteerathe point
at which they are applied in the system lifecycle:

Modelling for verification: The goal of modelling for verification is to verify
that something can or cannot happen, i.e. if the rules the¢rgothe
system’s behaviour allow certain outcomes to occur. Fdam, mod-
elling for verification could prove that an attacker cannaihgaccess to
some information. A system, or components of a system, faclwguch
a proof has been obtained can then be trusted.

Modelling for evaluation: The goal of modelling for evaluation is to obtain in-
sights into quantitative properties of the system underntseimption of
stochastic behaviour. Quantitative properties of intecesld be leak-
age rates of information or the time it takes to perform éertgera-
tions. Modelling for evaluation thus helps us to understénadimpact
of decisions on operational properties. This insight iphglin optimis-
ing parameters when there are tradeoffs between e.g. pefme and
security.
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Verification Evaluation

Design-time PoliVer, StatVerif Gnosis++
Automated Model-Generation
Tool (AMG)

Run-time — Online Model-Generation
Tool (OMG)

Table 5.1: Modelling tools for trust domains, structuredtbg aim of mod-
elling (Verification or Evaluation) and the time of appliicat (Design-time or
Run-time).

We also distinguish according to the point in time at whichdeibng is ap-

plied:

Design-time modelling: Modelling at design-time is performed in order to op-
timise the design of the system before the system goes en-Mod-
elling decisions to be made here include the type and numttech-
nical components, policy settings, and operational pararsef com-
ponents. Typically, design-time modelling is not timeticel, and thus
approaches that have a high overhead in terms of constgubignmodel
or in obtaining results from the model can be applied.

Run-time modelling: Modelling at run-time helps to support decisions during
the operational phase of the system by assessing andalinstthe im-
pact of user decisions on properties such as security oonpeahce.
Run-time modelling is particularly important in the complsettings
typical for most trust domains, where decisions may hawedaching
unintended results. As run-time modelling is applied topsupthe user
in operational decisions, it must be possible to returniteast.

In this chapter we discuss the various modelling methoddize been devel-

oped in the Trust Domains project. These modelling methdfter drom the

semantic model discussed in Chapter 3 in that their puroseticommuni-
cation about the trust domain, but rather the derivatiorroperties of the do-
main. We start by discussing verification methods and thecudis approaches
for evaluation. We conclude the chapter by addressing thkemaatical foun-
dations underlying these modelling approaches.
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5.1 Modelling for Verification

In modelling for verification the goal is to establish the gibdity or impos-
sibility of performing certain actions or achieving centgjoals in a given set-
ting. This allows us to verify if a security protocol fulfilssi requirements,
i.e. is robust against specific attacks, or if the policiengel for a system
prevent users of that system from performing undesiraltierssz Modelling
for verification thus helps with the task of determining if@aplex system of
rules, such as a system policy or a secure communicationquipiaccurately
reflects the intentions of its designer.

In modelling for verification the system is described in temof states and
actions of agents that change the states. The modeller thezteq the model
if, starting from a given state or set of states, anotherifpdcstate or set of
states can be reached. Typically the tool will report noyaviether the target
state can be reached, but also return a sequence of actimnkedld to the
target state. This sequence helps to identify potentiatktpaths and points
to disrupt them, in order to prevent the attack from succegdi

In the Trust Domains project two modelling tools supportcifie needs
of the project by verification methods: The PoliVer tool [KRProvides pol-
icy verification, while the StatVerif tool [ARR11, Sta] erlab verification of
security protocols. We describe these tools in the follgwgactions.

5.1.1 Policy Verification using PoliVer

Policies support trust domains by formalising permitted prohibited actions
of agents in a system and enabling the automated enforcerfietse permis-
sions. In this way, trust can be placed in a system, if it iskmthat the system
does not permit actions that would break the trust. The desigolicies for
any system of realistic size is tremendously complex, aslésigner has to
ensure that the policies capture all cases and forbid aitended actions. The
PoliVer tool helps the designer in this task by automatedking if a system
of policies fulfils its requirements. In the following we gia brief summary
of the approach, intended to provide an understanding ob#isé&c concepts.
For full detail we refer the reader to [KR11].

With PoliVer, the designer first specifies the states of thetesy and the
actions that can be performed by agents in that system togehthe state.
Then, the designer specifies the policies which restricstteof actions that
can be performed in each state.
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The systenstatesare specified by variables, and by predicates and logi-
cal formulae defined on the set of variables. Predicatesetefin variables
are referred to as atomic formulae, and logical combinatioihatomic for-
mulae (which may include existential and universal quasiiare referred to
as logical formulae. Formulae may evaluatette or false. Agents are
represented by variables.

The system state can be modifieddmtion rules An action rulea, speci-
fied by

a(V):E«+ L, whereV = (vi,...,Vn),

describes an action that can be performed by the agefthe logical formula
L evaluates tarue. The effect of the action is given Ity in particular,E may
contain the effects-w(V) and—w(V), which specify that the value @f(V) will
be set totrue or false, respectively.

Furthermore read-permission rulegan be given. These specify under
which conditions an agent can read the value of an atomicutarmRead-
permission rules have the form

p(u,V) : w(V) « L,

whereu refers to the agent that performs the rea() is the atomic formula
to be read, andl is a logical formula that describes the condition under Wwhic
w(V) is allowed to be read by ageut

Access control policieare then described by sets of action rules and read-
permission rules on given predicates.

After describing the system and the access-control pslidgte designer
formulates a query to the PoliVer system. The query takefotine

{Ws} = G,

where{Ws} is an initial state an is a target state. Intuitively, the semantics of
the query are: ‘Starting from the given initial state, ddesaccess-control pol-
icy permit a sequence of actions through which the target st be reached?’
In general, the target state is an undesirable state, sush @agent being able
to access data that should not be accessible to them. Gigequtdry, the Po-
liVer tool applies a search backwards from the target séstablishing sets of
predecessor states until either no further states can beweised or the initial
states are found. If the latter is the case, then the polioywala sequence of
actions that leads to the undesirable state; i.e. the pidingt effective. The
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tool also returns the sequence of actions, which providesxample of the
path an attacker would take. This example can guide the rkesig deciding
how to amend the policy in order to make it more effective.

5.1.2 Verification of Stateful Protocols using StatVerif

StatVerif [ARR11, Sta] is a tool for the evaluation of proidg in systems
with global state. StatVerif extends the ProVerif tool [B#&; Pro] such that it
supports global state.

In the basic ProVerif language, the protocol designer dessithe proto-
col usingprocessethat exchange messages. Messages are modeltedrby
i.e. names and variables. Processes can create valuesrahdrskwait for
messages. Furthermore, processes can run in parallel,epemd on condi-
tionals (defined on messages) and can be replicated sucimtitifile copies
of a process can be running at the same time.

ProVerif supports primitives for security protocol evaioa. In particular,
cryptographic operations are modelled by reductions. i&ance,

sengx,y) — c

denotes that the encryption of the plaintextising the keyy results in the
ciphertextc, while
sdedc,y) — x

describes the decryption of the ciphertextising keyy. Encryption is an
example of aconstructor whereas decryption isa@estructor

StatVerif extends this basic formalism by the notion akdl, which repre-
sents global state. A cadlwith initial valueM is denoted by

[s— M].

Cell values can be read, evaluated in conditionals, angadito. Further-
more, access to cells can be locked such that the processathlaicked access
has exclusive access to the global state cells until the asdl unlocked.

The model (described in terms of processes) is then traastat Horn
clauses, i.e. clauses of the form

H1,H2,...,Hn—)c,
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whereH;, ..., Hy arehypotheseandC is aconclusion These clauses describe
what can happen (the conclusion), given the hypothesedatiesif, the user
specifies hypotheses and conclusions with the predieates:ker(M,N) and
message(M,N,K). The predicateattacker(M,N) means that the process
can reach a state where the state variables/é the valuebl and the attacker
knows the valueN. Similarly, message(M,N,K) implies that there exists a
reachable state where the variabtesaVe the value$/ and the valueK is
available on channé\.

In order to verify system properties, the user queries thé/stif tool for
the existence of a certain property. The tool will then aeeie appropriate
clauses from the process and check if they admit this prgpEdr instance,
the user may ask whether there is a way for an attacker to gaiesa to a
certain piece of data, if a specific security protocol isdakd, and StatVerif
will respond withtrue or false, depending on whether this state exists.

5.2 Modelling for Evaluation

In modelling for evaluation we assume stochastic behawbtiie entities in-
volved in a system. This allows us to capture situations e/katities can make
choices; in particular, it enables us to model the case whiarean agents may
choose between different ways of performing an action, edickhich may
have different impact on security, and thus on the trust ¢hatbe placed in
that agent. Furthermore, based on the assumption of stoxzbakaviour, we
can represent mistakes made by human agents, and failureshoical com-
ponents. We then obtain values for quantitative propedid¢le system, such
as the time until a security incident occurs, a measure ofrtrstworthiness
level, or the time that an action will require when securitgasures are ap-
plied. These values help to make informed decisions withaeisto parame-
ters that affect tradeoffs in system design and system tipera

In modelling for evaluation we can use different levels ofaile Models
with a high degree of abstraction represent the system amddperties using
mathematical equations and stochastics. They produceajeasults and can
often be evaluated with little computational effort. On thtber hand, such
models omit many details, capturing them in stochastic Webainstead, and
may therefore misrepresent crucial aspects of the systemthéfmore, they
may require considerable effort in abstraction and traiosiaon the part of the
user in order to choose appropriate parameters and in ardppty the insights
gained from the model in practice. Models with a low degreafustraction
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represent the system and its properties using abstracifdhe processes and
resources in the system. With these concepts, a much highelrdf detail
is achieved, as the behaviour of entities can be modelletjwshotation that
is similar to a programming language. This allows the medel capture
important properties, and also makes it easier to paraisetdre model, as
parameters can be reflected directly, without the need fetradtion. On the
other hand, the results from the models are specific to theehealsituation,
and evaluation of these models typically requires simaitgtivhich is compu-
tationally expensive.

High-level and low-level modelling complement each otlaeid the appli-
cation of approaches from both abstraction levels can nellifferent aspects
of the evaluation of trust domains. In the Trust Domains gebjve have de-
veloped three modelling approaches to support decisidcera®oth at design-
time and at run-time: Modelling with Gnosis++ enables l@vdl modelling
using an extension of the Gnosis [Cor] modelling formalisnexplicitly sup-
port information flows. The Automated Model-Generation [T@MG Tool)
and the Online Model-Generation Tool (OMG Tool) are basedtochastic
modelling of information flows.

5.2.1 Gnosis++

Gnosis++ is an extension of the Gnosis modelling tool [CdBnosis++ is

built as a library on top of the Ruby scripting language. Gstos models

are implemented in Ruby, which simplifies the modelling pss Gnosis++
enables low-level, high-detail modelling of system bebaviand thus helps
the system designer in assessing the impact of a wide randeafjes on the
security and trustworthiness of a trust domain. The undeglformalism is

based on the following primitives:

Processes describe arbitrary behaviour and are used to model the bmiranf
human agents and system components. Processes operaspamnes
and information, and can modify these. Processing timemawelled
as delays, whose lengths can be described by probabilitybdigons.
Processes are represented as objects with their own I@tal sEach
instance of a process is thus independent of other instarices pro-
cess. Furthermore, process behaviour can be inheritedhvalows the
modelling of similar, but not identical agents.

97



5. MODELLING FORTRUSTDOMAINS

Resources model physical resources such as hardware tokens, devict®
position of an agent. Resources can be moved between Ipsg(io
enabled by the location graph), but can neither be createdeieted.

Information is similar to resources in that it can be moved between lonati
However, information can also be created, deleted, ancedopihere-
fore, the information primitive can be used to model infotioa flows.

Locations and Links describe where resources and information can reside,
and the possible flows of both between locations. Locatiowsliaks
define the location graph, which describes the permittedsfldar in-
stance in modelling containment and isolation mechanisms.

Given these primitives, a system is modelled by describivg actions of
agents in the system using processes operating on resamdésformation,
whose flow is constrained by the location graph. Times regluior process-
ing etc. are modelled by delays in the process. In genemlmibdel is built
only to a certain level of detail. Behaviour that is not captlby this detail is
abstracted away from using stochastic models, such asagglel in random
choices between different actions.

The system is then simulated for a specified length of timerotdhout
this time the number of copies of information items and resesiin specific
locations as well as the number of specific events is couted from these
statistics measures on the spread of data throughout anddéye boundaries
of the system can be computed.

Example of a Gnosis++ model Gnosis++ has been designed to make it easy
to model information flow scenarios and run simulations tmpare different
architectural and behavioural constraints, albeit at astratt level. Here we
give a simple worked example based on part of the Mergers aqdisitions
(M&A) scenario described in Chapter 1. We develop the séenlrough four
simple examples starting with a team exchanging data, ttiéim@in an attack
process, then adding in data flow controls such as enterpRdé and finally
adding in a more directed attack process aimed at defediggptcontrols.
Along the way we also discuss how the model can be extendeeitondth a
more detailed M&A workflow process.

We start by saying there is a team of people who work on an M&&l,de
and each will have a computer system that they use and on wheghstore
and work on data. We start as the deal is initiated and modegditiase of data
acquisition. Thus we have a number of people within the M&ante each of
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which is receiving or creating data of a given class relatmthe M&A deal
and storing it on their device. We also have an outside wbdtithe team will
sometimes communicate with. Here we do not differentiatesden different
people on the outside as we are only interested in how mudhdd¢a may
reach this ‘outside’ group.

Within our initial model we start by creating a type of deataland an
outside location. To do this we have a Ruby class calletbShare which
represents a type of data that is named. We also haveat ion class which
represents a location that can be connected with otheiidmsatia a graph and
at which information and resources can reside:

$dealData = InfoShare.new (" Deal Data")
$outside = Location.new (" outside”)

We then define a person working in the team, how they fit intoaverall
system, and their behaviours. Here we are interested inrgiebehaviours
associated with the M&A team and how these behaviours infeidme overall
flow of information. We define a member of the M&A team as a ¢ladswing
us to create multiple similar team members as object instanc

Each individual will have their own location to represent ttepository
where they store information. For example, the locatioric¢ogpresent their
laptop. We could enrich the example by adding multiple lmecet that rep-
resent different individual devices and storage repdssosuch as laptops,
personal corporate storage, and smartphones, but heregpatl@mple with
each person having a single location. Locations also forrh gfaa graph
structure where information is allowed to flow across thes acthe graph.
This structure can be used to model networks, OS containoreother ar-
chitectural constraints. As well as having a Location gtreeewe can place
locations into groups drocationSets, which makes it easier to specify the
connections. We definelacationSet for the team and place all members of
the team within the set, in order to allow them to communicte also link
the outside location into this location set so that there are no architat
constraints to information flow in this first version of theaexple.

We now model the way each individual interacts with the infation. The
M&A problem includes multiple phases starting with an asgion phase
where information is collected, followed by an analysis ghaand then the
production of a deal book. To keep this example simple hergigstenodel the
acquisition phase. Hence we have each team member cofjénformation
from an external source and then sharing it with some of theraeam mem-
bers. We can write this as two processes. The first procebe iadguisition
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process where information is gathered, creating inforomadt that person’s lo-
cation. In absence of any more information about the adiprigprotocols we
have a process where new information is created at a randanvéah drawn
from an exponential distribution. The second process allfaw the sharing
of information between the team members. As with the actijpiisprocess
we assume that information is shared at intervals deschigesh exponential
distribution. In order to share information, a second teaemier is chosen as
the recipient at random, and then information is copied ftbensource to the
destination, such that one copy of the information ends ugpth locations.

We now add a third process where information is shared eogsig with
those outside of the group, as can happen, for instnace, thbesrong email
address is included in an information transfer. In each,a@seould produce
more complex versions of these processes that model theeegfegpwork to a
higher degree of accuracy, but this would require more mfidron about how
the process operated. Lastly, we allow each team member todiemised
with a different acquisition rate, data sharing rate, amdrenate. This would
allow us to model individuals or different classes of peoplEhus we add
these rates as parameters to the creation of the team merftieiEbtain the
following model with aTeam class that sets up the team:

class Team
# Create a team with number members with default
# information creation, sharing, and error sharing
# rates
def initialize (number, createRate, shareRate ,
oShareRate)
Qteamlocs = LocationSet.new(”" Team”)
Q@teamlocs. link ($outside)
Q@teamSize = number
Oteam = []
for i in 0..(number —1)
@team[i] = Person.new(i, self, createRate,
shareRate ,
oShareRate)
# Connect the location graphs
@teamlLocs.addChild (@team[i]. location)
@team[i].location.link (@teamlLocs)
end
end
#start simulation for each member of the team
def start ()
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# Select a member of the team but not the requesting

# person
def selectMember(person)

end

We also have Berson class that acts as each member in the team and contains
the processes that they use to interact with data:

class Person
# Distributions for people processes
©@OtimeToCreate=Negexp . new
Q@@timeToShare=Negexp . new
@O@timeToMisshare= Negexp.new
©@QinfoCreated=0

# create a person and related location
def initialize (pld, team, createRate, shareRate,
oShareRate)
@location = Location.new (" laptop #{pld}")
end

# Launch all processes for this person
def start()

launch {createlnfo ()}

launch {distributelnfo ()}

launch {distributeOutside ()}
end

# Acquisition process for creating information.
# Wait for a time to get/create a document, add it
# to this location, then wait again.
# Record how much information is created.
def createlnfo ()
while true
hold (@@timeToCreate.nextM( @createRate))
$dealData.createlnfo (1, @location)
©@QinfoCreated=@@infoCreated+1
end
end

# Share information. Wait for a random time then
# copy to a new location
def distributelnfo ()
while true
hold (@@timeToShare.nextM (@shareRate))
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$dealData.copylnfo(l, @location,
@team.selectMember(self)location())
end
end

# Share information. Wait for a random time then
# copy to a new location
def distributeOutside ()
while true
hold (@@timeToMisshare.nextM (@oShareRate))
$dealData.copylnfo(1l, @location, $outside)
end
end
end

These classes are standard Ruby code but we introduceosdditionstructs
that come into play when we execute the code as co-routirtbgve simula-
tion. Of significance here is theaunch statement in the start function. This
launches a new Gnosis++ process that runs concurrentlythgttother pro-
cesses. The use of co-routines means that unlike threagks phecesses have
a well-defined execution order, and that only one processrems at a time.
This means we do not need to worry about synchronisation wor $tared
variables are managed. The simulation run-time will run prexzess until it
comes across a statement such asil or an access to a Gnosis resource or
an information resource. Control then passes to the simaolangine which
decides on the next process to be run based on the availaiolerces and a
time queue. Th&old statement is used in the processes above, and this has
the effect of stopping the process for a certain amount & tigo, for example,
the process for creating information will wait for the timkethe next piece of
information needs to be created and then be scheduled dintleis Gnosis++
simulations are discrete-event simulations so that treeetime queue with
the times when events happen. When the simulation has finesteggthing at
the current time it then looks for the next event in time and/@sahe clock to
that time.

The second set of commands worth noting here are the creattimea-
tions and links between them. Information can be associwitbceach location
and then be copied between the locations (sedibéributeInfo process).
Gnosis++ is intended to describe a process-based systethemdllow simu-
lations of that system to be run based on the environmenglvepresented by
stochastic variables. In this case, the environment islgithp team size, and
the rates of information creation, distribution and ermmedistribution. As
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we run a simulation we can run through as if the team existstlaenl record
how much information is created, copied to different lomas and lost to the
outside world. The Gnosis++ model is thus a stochastic mbdséd on a
number of random variables that represent the variabifith® environment.
As such we use the simulation system to run a large numberpefrgrents so
that we can understand how variable the outputs are to tli®namess within
the environment. Any model is an abstraction of a problemansiuch it will
not necessarily make accurate predictions, but a modeloftéin show the
shape of the solution space. As such we may want to use thel tooglglore
the effects of changing the environment. So we could for gtamrerun our
model assuming staff are more careful and less likely to seedments to the
wrong people. Alternatively we can start to add in additladheeat actors and
architectural constraints.

Here we start be exploring the idea of adding in an additidhiadat of
a computer system getting infected with a Trojan allowinigrimation to be
removed. Here we view information that can be removed assegaoather
than trying to assess the motivations and skills of those mvap get the data.
We could explicitly model an attacker, but instead we adchéection process
to ourPerson class. Here we introduce a new external location of a hacker
with the idea of seeing how much information can be transteto them. We
model the infection process by having a time to infection artuine to clean
up along with a period where the computer is infected. This dauld be
estimated by looking at helpdesk calls, the antivirus systaed other security
monitoring facilities. Most computers will never get infed but all run this
process with the mean time to infection being much largen tha length of
the simulation. Within our example we keep the infectioneweery simple and
say that there is a time till an infection at which point da¢gdmes exposed.
When it becomes exposed we create a link between the baddogatd the
location within the infected instance of tRerson class allowing information
to be removed. We then remove information to the bad locathat it can
be accounted for:

$bad = Location.new("bad")

# Share information. Wait for a random time then
# copy to a new location.
def infection ()
while true
hold (@@timeTolnfect.nextM(@meanTimeTolnfect))
@location.link ($bad)
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Qinfected = true

dat = $dealData.dataltems(@location)

if (dat != nil)
$dealData.copylnfo(dat, @location, $bad)
hold (@@timeToCleanup . nextM (

@meanTimeToCleanup))
@location.unlink ($bad)
Qinfected = true
end
end

Now that we have two simplified loss processes within the rhedecan start
to look at different countermeasures. One such measuredvmuto use an
enterprise DRM system to encrypt the deal data so that iessads linked to
the authentication of the user. We can do this by creatinglditianal class of
unencrypted deal data which is the form data is in most ofithe.tWe also use
this idea to model architectural constraints provided leyethcryption into the
system. Here we limit what data can flow over the location lgsapn actual
fact the encrypted data could flow, but without keys it canmetrecovered,
and hence the underlying information cannot be extractedte khat links

between the team allow the flow of the deal data since accesanaged by
the DRM system, hence as a member of the team is linked intieéme graph
all information can flow. However, the outside location ikd in in such a
way that only unencrypted data flows. Here when we form linksspecify

what information can flow and hence change lines in the sefftipe team:

$unencDealData = InfoShare.new(”"unencDealData”)
class Team

# Create a team with number members with default
# information creation, sharing and error sharing
# rates
def initialize (number, createRate, shareRate,
oShareRate)
Qteamlocs = LocationSet.new("Team”)
Q@teamlocs. link ($outside , $unencDealData)
for i in O0..(number —1)
Q@team|[i].location.link (@teamLocs)
end
end

Similar changes are made in therson class where a link is used so that only
unencrypted data can flow. Note that the link statement betilee locations

104



5.2. Modelling for Evaluation

has an additional parameter containing the data that izetido flow. So far
in this example the unencrypted data does not exist and s@awextend our
usage model to include the person accessing data and makingéncrypted
form available. As we modify our usage model with this addlisil process we
can take account of infected machines. Hence we have aigebata pro-
cess that allows data to be extracted. The old infectionga®and erroneous
email processes will no longer extract data, modelling ttehitectural con-
straints brought in by using enterprise DRM. This process tihteracts with
the infection process allowing unencrypted data to be etdta(exposed) as it
is created. However the Trojan running on the infected nmechere is now
assumed to be more complex in that it has the ability to ekttata whilst it
is being used. Hence here we may wish to separate out theedifflorms of
infections:

# Share information. Wait for a random time then
# copy to a new location
def useData ()
while true
hold(@@timeTillUse.nextM(@meanTimeTillUse))
# create a decrypted copy
if ($dealData.dataltems(@location)>1)
QunencDealData.create (1, @location)
if (Q@infected )
$encDealData.copylnfo (1,
Q@location, $bad)
end
hold (@@useTime . nextM (@meanUseTime)
QunencDealData.create(1l, @location)
end
end
end

We can look at the results in terms of the histograms reptieggethe pro-
portions of data exposed in different versions of the moéek example the
histogram shown in Figure 5.1 comes from the first versioheihodel where
data is only exposed through being sent to the wrong pershis.ig done as-
suming a team size of 10 and set rates for information creatistribution,
and an erroneous email rate of on average 2 bad emails a yerarehve have
a histogram with very small proportion of losses in termshaf bss rate per
document. However the zero loss bar is relatively small gt d@ of 1000
simulations with no loss.
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Figure 5.1: Histogram showing the distribution of loss d@gever 1000 simu-
lation runs.

Here we have shown how a very basic Gnosis++ model can beagedeto
model a situation. The Gnosis++ constructs in the Ruby laggtallow pro-
cesses to be expressed for how information is moved and haatthto the
leakage of information also happens. The extensions allodets to be run as
a discrete event simulation allowing different architeatwehoices to be com-
pared. Within the language itself we have added supporhforination to be
moved between locations with a graph structure being ussptoify possible
paths for all or particular types of information. We alsa@utuce the notion of
information resources into the language. Unlike physieaburces (which are
only movable), information resources can be created, dogoiel deleted. The
incorporation of Gnosis concepts into the Ruby languagavalius to have an
object orientated modelling language making it easy to riadtiple entities
whilst retaining the mathematically sound properties aigis. The example
given is relatively simple but provides a framework that t@nexpanded to
include specific processes concerning how information el eal.

5.2.2 Automated Model-Generation Tool (AMG Tool)

The Automated Model-Generation Tool (AMG Tool) helps systdesigners
in evaluating the impact of policy settings and performacttaracteristics on
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Figure 5.2: Operation of the AMG Tool.

the behaviour of human agents affected by the policies, anti@security on
the system. The tool uses an information-flow abstracttmat,is, it models the
system in terms of information flows between source andmitstin nodes in a
graph. The behaviour of human agents is modelled as estaigjisr removing

connections, which then enable or disable flows. Performaharacteristics
are evaluated as the time it takes for information to flow ftbeasource node
to the destination node. The security of the system is asddgsthe time it

takes for the information to flow to an attacker node.

Figure 5.2 illustrates the operation of the tool: The usetheftool de-
scribes a workflow by splitting it into information-exchangteps. In each of
these steps, data needs to be transmitted from a source siimatien. The
data transfer can be achieved using different technicahméag., the data
might be shared using a Cloud service or printed and postied ascourier
service). The source, the destination, and the means aftoainare modelled
as nodes in a directed graph. In order to form a graph thatemathe source
and the destination, the nodes must be connected by linksed&h of the
links the modeller can specify the speed and a penalty adsdcivith using
that link. The penalty models the policy, i.e., modes of $gaort that are dis-
couraged can be associated with a high penalty. Initiatfy the properties
of these links are given, but no links are established. Thetten applies a
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genetic algorithm to find a graph that connects the nodes, that the graph
is optimal with respect to a user-specified cost functiore @bst function can
capture aspects such as risk-affinity, by trading off pémlagainst perfor-
mance. Furthermore, the cost function can also be used telrtf@impact of
a timeout. The graph produced by the tool serves two purpéses, it illus-
trates the flow of information between the source and therdgiin. Second,
it can be used as an input to the modelling of attacker behavio this step,
the genetic algorithm modifies the graph in order to direfdrimation to the
attacker’s node. This model then illustrates attack points

In the background, the genetic algorithm operates on segsesf actions
that add or remove connections in the graph; that is, thergea®f the algo-
rithm are sequences of such actions. A sequence’s fithesalisaéed based
on the model that results from applying the sequence to thgphgmodel, as
follows: Penalty costs are accumulated from the actionkérsequence. Per-
formance costs are computed by transforming the graph nio@eStochastic
Petri-Net (SPN), from which the distribution of times for wirng data from
the source to the destination can be derived as a phaseistgbution.

The output of this approach is thus two-fold. On the one héngto-
duces results that are immediately useful for assessingrpact of choices
at design-time. On the other hand, the tool automaticalhegetes Stochas-
tic Petri-Net (SPN) models of the system (optionally inéhgdattacker be-
haviour) from high-level specifications of performancereleéeristics and penal-
ties. These models can be used in further evaluation of vapooperties. The
advantage of automatic generation of models over manuaklogl is that
the former may include details that could be overlooked byradn modeller.
For instance, a combination of policy settings and perfarceacharacteristics
might favour the use of an insecure way of transport, butrtiight not be ob-
vious from the specifications, and thus would be omitted iraaually created
model.

It should be noted that, although less demanding than lgel-lemula-
tion, this approach is computationally expensive and thugpically applied
at design-time, rather than at run-time.

In the following, we describe the AMG Tool in detail. We staytdescrib-
ing the models employed in the tool and the transformaticeiaiden them.
We then describe how a realistic model is generated in amaatta way by
an optimisation process built upon these models and magiedfisrmations.
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5.2.2.1 Models and Model-Transformations

The AMG tool employs four different types of models: Tindormation-Flow

Model(IFM) represents information-flows between entities oridesin a sys-
tem, theAction ModelAM) models the actions of users or attackers Wark-

flow Model(WFM) models the workflow, an8tochastic Petri-NetéSPN) are
used as the underlying modelling formalism for evaluatibthe models. In
the following we first describe these models and then disthesgransforma-
tions between the information-flow model and stochasticifhet model that
form the basis of the AMG and OMG tools.

The Information-Flow Model (IFM).  An information-flow model is used
to describe the information flow between entities or deviCdse abstraction
proceeds as follows: We assume that data is transferreegbeta/source and a
destination, using intermediate steps. The source anthd#ggh are typically
devices such as computers. The intermediate steps are wfddassport, such
as postal mail, e-mail, or Cloud services. As such, soudestjnations, and
modes of transport comprise locations in which informatiway reside, either
transiently or permanently. Transient locations are,ristance, e-mail servers
that store the message only until it has been transmitteitk eistorage service
in the Cloud can be considered permanent. In the informdlayn model we
model these locations as nodes. Information-flow is thenethed by directed
edges between the nodes. Edges have three types of aribute
Speed of data-flow The speed attribute describes the speed at which data can
flow along this edge. This attribute is used to model the faat tif-
ferent modes of transport have different impact on perfowwea For
instance, sending information by post is certainly slowantsending it
by e-mail. The speed attribute also captures performanuectssuch
as setup costs involved with using a specific mode of transeay. the
impact of setting up an encrypted connection. At presemt,sieed
attribute is a single numeric value that specifies the katdé an expo-
nential distribution. The extension to phase-type diatitins [Neu81]
is straightforward and would enable the modelling of aditrdistribu-
tions, as any distribution can be approximated by a phgse-djstribu-
tion [TBTO6].

Penalty The penalty attributes give the penalties that a user haaytavyben
they use this edge as a connection to transmit informatiowhen they
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remove this edge. This attribute is used to model policieddidg con-
nections to/from nodes whose use is undesirable from amis@#on’s
point of view will be assigned a high penalty, in order to disage
users from using such connections. Equivalently, remogonnections
to/from nodes that the organisation considers desirabldnare a high
penalty. Note that the penalty attributes only affect leggte users.
These attributes are two numeric values.

Attack costs The attack-costs attributes specifiy the costs that ankattdas
to bear when establishing or removing an edge. This at&imdels
the security of devices, i.e. connections to/from more etacations
are assigned higher attack costs than those from inseaatdns. Typ-
ically, these attributes will be based on assumptions andrgéknowl-
edge about the relative security of different modes of yarts The
attack-cost attributes are two numeric values.

The Action Model (AM). Building on the abstraction provided by the in-
formation-flow model, the action model describes the behavof users (or
attackers) of a system, as follows: The goal of users is tesfea information
between a source and a destination (the goal of an attackealegous, as the
attacker wants to transfer data to their own locations).rtteoto achieve this,
some means of transport need to be used. The action modeibdsshow
users or attackers utilise the means of transport that a@iahble to achieve
their goals. An action model operates on an information-fioedel by adding
or removing connections between nodes in the model.

An action model consists of a sequenceéd (i, j) andRemove (i, ) ac-
tions that are executed consecutively on an IE§H (i, j) adds a connection
between nodesand j in the IFM, wherea&emove (i, j) removes a connec-
tion. Each action incurs some costs, as specified in the IRl laction model
describes the actions of a user, the action costs are givérelpenalties in the
IFM; conversely, if the action model describes the actionaroattacker, the
costs are the attack costs from the IFM. The sum of these costprises the
total cost of the action model.

The Workflow Model (WFM). The workflow model combines a sequence
of information-flow models to model a workflow. In this modekch IFM
model describes one information exchange. In a workflow hdldke individ-
ual IFM models may influence each other, in order to modelabethat steps
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in a workflow are not independent. In particular, the timestaln one step of
a workflow may influence later steps, if that workflow is executinder time
constraints. A workflow model consists of the following gart

Information-Flow Models A WFM includes a sequence of information-flow
models. Each information-flow model models one informagéirchange
necessary in order to complete the workflow. It is assumedttiese
steps have to be executed in sequence.

The cost function The cost function is used in the model-generation phase to
optimise each IFM (see Section 5.2.2.1).

Workflow parameters Arbitrary workflow parameters are used in the cost func-
tion to determine the quality of an IFM. In particular, thgmrameters
usually include a timeout for the workflow, after which thesults of
the workflow would be considered useless. This aspect carsédx: to
model time-constraints, which are often present and amrdtdecision-
makers.

Stochastic Petri-Nets (SPNs) Stochastic Petri-Nets (SPNs) are a widely-
used modelling formalism that has both a solid mathematmaidation and
a graphical representation. The following introductiorSteNs is limited to
the aspects required for understanding their use in the AMGB@GMG tools;
further information may be found in e.g. [Hav98].
SPNs consist gblaces transitions arcs andtokens
Places Places in an SPN are locations that stimeens In a graphical repre-
sentation, a place is typically represented a a circle vhighrtumber of
tokens on this place written in the circle.

Arcs are directed edges connecting a place to a transition orca pea tran-
sition. Each place may be connected by multiple arcs to plaltran-
sitions, and each transition may be connected to multideqd. We
distinguish betweemormal andinhibitor arcs; their semantics are ex-
plained in the following. Normal arcs are graphically reqmeted as arcs
with an arrow denoting their direction. Inhibitor arcs gean empty cir-
cle in the place of the arrow.

Transitions are connected to places by arcs. Each transition has a number
of incoming arcs and a number of outgoing arcs. Each incoraneg
connects a place to the transition; each outgoing arc costiee tran-
sition to a place. We refer to the places connected by incgraios as
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input places while the places connected to by outgoing arcsare
put places Transitions carry as a parameter a single positive nuieric
value that specifies the rate of an exponential distributibransitions
are typically represented as empty rectangles, with thee aahotated
next to the rectangle.

The state of an SPN, typically referred to as tharking is the number of
tokens on each of the places of the SPN. Transitions prok&eteans to tran-
form the model from one state to another: A transition is @eredenabled
if all of the input places that are connected to the transibg a normal arc
have at least one token on them and none of the input placeectea by an
inhibitor arc has a token on it. When a transition becomesledah random
delay is drawn from an exponential distribution with theerat that transition.
If the transition is still enabled after that delay has etahshen the transition
removes one token from each of its input places and puts d&ee twn each of
its output places, thus producing a new marking.

Given an SPN, various interesting measures can be compntidio our
context, transitive measures such as the probability aktbeing a specific
number of tokens on a particular place at a given tinaad the time until a
specific number of tokens are on specific places are of patimterest, as
they capture the flow of information. The computation of theseasures is
based on the transformation of the SPN to a Continuous-Tiragkd# Chain
(CTMC). In this CTMC, each marking of the SPN is a state of tHéMC, and
the transitions are given by the rates of the transitionstthasform the SPN
between markings. Further details on the state-space aj@reprocess for
SPNs may be obtained from e.g. [Hav98]. The SPNs generatgdrasf the
AMG tool are absorbing, because they model the flow of infdiomafrom a
source node to a destination node. Consequently, the CTM@Q=srgted from
them are of finite size and absorbing, and thus the time up@rticular state
of the system is reached is described by a phase-type disbrib

In order to compute metrics on an information-flow model, wansform it

to a stochastic Petri-net, on which we can then compute theéase This

transformation represents locations in the IFM as placé® ré€presentation
of edges depends on the types of the nodes they connect. gpycednecting
simple transient nodes or a simple transient node to a pembaode is trans-
formed into a simple transition with the rate of the edge. Agesconnecting
a permanent node to any type of node is modelled by a transtid an ad-
ditional nodeB. Upon firing, the transition transfers the token representi
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the data from the input place to the output place. Additignghe transition
also restores the token to the input place, in order to reptehe fact that the
associated node stores the data forever. Furthermoresaihgition also puts

a token on the placB. This place, when non-empty, prevents the transition
from firing again. This construct ensures that the assati@EeMC is finite;
without it, the transition would keep on firing and producimgwv tokens, i.e.
new markings and therefore an infinite number of states. whidd result in
difficulties in computing measures on the CTMC.

5.2.2.2 Automated Model-Generation

In the automated model-generation tool a stochastic medgnerated that al-
lows the evaluation of a number of properties. The resultiroglel illustrates
likely information flows and gives measures for the perfanoeand security
of the modelled system. Furthermore, it enables the evaluaf other mea-
sures that might be of interest. Automated model-generaifoceeds from
a workflow model (consisting of several information-flow netg) and uses
a genetic algorithm to optimise the information flow in eacformation-flow
model, subject to the constraints imposed by the cost fonetind of the work-
flow model, most notably the timeout for the workflow.

Genetic Algorithm. Genetic algorithms are a widely-used optimisation me-
thod that employs biological metaphors (an introductiogeaetic algorithms
can be found in [Mit98]). The optimisation goals are expeesby a fitness
function that computes the fitness of a choice of paramefdrs.parameters
are considered the genome, and can be modified by crossergroutation,
extension, and truncation. Genetic algorithms operate popalation of pa-
rameter settings (called the population). In each stepnatgealgorithm cre-
ates a new population based on the previous one by modifydigiduals from
the old population. Fitter individuals are more likely tangue or contribute
to the new population, and thus the overall fitness increadssisould be noted
that genetic algorithms need not necessarily converge tpamum; often, a
good solution can be obtained by just performing a large rarmbsteps.

Our genetic algorithm operates on a population of actionetsodnd uses
the cost function of the workflow model in the fithess evaluati The mod-
ifications are straightforward: Two action models are czdssver by choos-
ing a random cross-over point and swapping the action seggdrehind that
point. Extension and truncation add randomly-generate¢idrec or remove
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randomly-chosen actions from the AM. Mutation chooses dganaction in
the AM and modifies it, e.g. by changing@d to Remove, or by changing one
of the nodes that the action refers to.

We apply the algorithm as follows: First, a set of randomarcitnodels
is generated. We then run the algorithm for a few hundreddsuevaluating
the fitness of each individual in each step and choosing fitthviduals with
higher probability. In order to ensure that a good individsi@ot lost, the new
population is seeded with the fittest individual from thereat population.

Fitness Evaluation. In order to evaluate the fithess of an action model, we
apply the action model to the information-flow model, cdileg the cost<C
incurred by the actions. We then transform the IFM to a ststth®etri-net. In
the IFM, the data is initially located at the source locatidhis is transformed
to the initial marking of the SPN. The target marking représ¢he state when
the data is at the destination. We then comijfg], the mean time until the
first time the target marking is reached, when starting frioeninitial marking.
This time corresponds to the time required for transferthydata from the
source to the destination. If the data cannot flow from the®to the desti-
nation, therE[T| = « will be reported. The overall fithess is computed from
the costs and the mean time for transfer, as specified by #gidwwtion in the
workflow model.

The genetic algorithm is applied in each step of the workflovded, resulting
in a sequence of action models. Each of these action modstsiles the
likely information flows in the respective workflow step. Ehermore, each
IFM then specifies a stochastic model for the respective step

In general, these steps are the same for modelling the udehamttacker.
However, for the user the penalty attributes will be usedistfor the attacker
the attack-costs attributes are used. Furthermore, fasgbewe start from an
empty information-flow model. This models the situationtttee user wants
to establish connections to perform the work. When modeflinghe attacker,
we start from a model already created for modelling a users odels the
situation that the attacker attacks an existing interactind tries to exploit
weaknesses that might have occured just as a result of usisiaes, e.g. by
using an insecure mode of data transfer at some point in teeps.
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Figure 5.3: Operation of the OMG Tool.

5.2.3 Online Model-Generation Tool (OMG Tool)

The Online Model-Generation Tool (OMG Tool) applies pries of stochas-
tic modelling to help users make informed decisions at mnet In this ap-

proach, we consider the following situation: A user wantshare data with
one set of users, but does not want another set of users tage@ss to the
data. Recipients of the data may vary in their trustwortssneith respect to
not sharing the data, and the users’ devices may also be mtgsesdikely to

leak the data. The data may be shared in various ways witkreiff security
properties, e.g. on some sharing methods it may be possiplevent leakage
of the information from the recipient’s device. We assuna there is some
monitoring data available on the trustworthiness of usedstheir devices, and
we want to support the sharing user in making an optimal ehoicecipients
and sharing mode, such that it is unlikely that unintendetprents receive the
data.

The operation of the tool is illustrated in Figure 5.3: Padnmecipients of
the data are abstracted as nodes in a directed graph. The efdde graph
model information flows. Each edge has a parameter thatfssethe rate
at which data flows along this edge. The rates for data-flomw ftite sharing
user to the intended recipients are set to reflect the speetiieh data can
be shared. The outgoing information-flow rates on recipiemtes are param-
eterised based on a combination of trustworthiness mangtatata and the
security of the selected sharing-method. The graph modednisformed to a
Stochastic Petri-Net, from which the probabilities of eaolde having seen the
data before a given timeare computed. These probabilities can then be dis-
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played graphically, e.g. as a terrain map or as a colouretotialisation of
the graph. Based on this information, the user can revisadjus$t decisions
accordingly, in order to reduce the probability of unintedgarties receiving
the data.

The underlying equations for this approach can be solvedkfiand
therefore the method is used at run-time.

5.2.3.1 Modelling for Online Evaluation

We employ the information-flow model abstraction descriipeSlection 5.2.2.1
to represent information flows for online evaluation. Ptismecipients of the
data are abstracted as locations. Edges model connectbmsdn recipients
(e.g. colleagues may be connected). In the OMG tool, onlgpleed attribute
is used, as no modification of the model structure takes plébe speed at-
tribute here represents the leakage rate of data alongdbées e

In the OMG tool we assume that data, once it has been at a ndtlbew
stored there forever. This reflects the worst-case assamibtat someone who
has had access to some data will not forget or delete it. F®reéason, only
permanent nodes are used in the IFM model.

5.2.3.2 Solution

In order to obtain the probabilities of data being in a certatation at a time
t we transform the model to the SPN, as described in Sectio®.b,2nd then
derive the continuous-time Markov chain. From the CTMC we campute

the probability of each possible marking at any timé&rom the construction
of our model out of permanent nodes it follows that this valirectly gives

the probabilities of each node having seen the data up tethat

5.3 A Note on Mathematical Foundations for Modelling

Our modelling approaches use various notions of processssrces and lo-
cations to model agents and their actions within a systemhé&more, they
typically employ the concept of a cost function, or, equavaly, utility, to
describe preferences in the behaviour of agents, and thesaabaway from
factors outside the system. In this section we discuss thbkematical foun-
dation for applying these modelling methods. We can onlg giwery brief
summary here; more detail may be found in the papers refedethcoughout
the section.
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An agent, situated within a system that contains also othents, may es-
tablish a part of the system, or a collection of other ageiitisinvthe system,
that it trusts. Similarly, a system’s designer or managghtnéstablish a col-
lection of parts of the system such that, within any giver,ghe agents trust
one another. We shall refer to such a part of the system, éraaollection of
agents, as a ‘trust domain’.

It follows that, in order to model trust domains mathemalyc# is neces-
sary to establish an appropriate mathematical handlingerhtwithin a frame-
work that models the underlying system. In the Trust Domairggect, we
have chosen to build upon the systems modelling framewatths been es-
tablished mathematically in [CMP12, CMP10, CP09, CMP09g] deployed
as a practical decision-support tool, as described in, Xample, [BCG 08,
BPS10, CPW14].

The notion of process has been explored in some detail byetmarstics
community. Concepts likeesourceandlocation have, however, usually been
treated as second class ([Mil09] is a partial exception). I§¥ttiere are some
good theoretical reasons to do this, in [CP09, CMP09, CMEMP12] we
explore what can be gained by developing an approach in whektructures
present in modelling languages are given a rigorous theatdteatment as
first-class citizens. We ensure that each component — tocatsource, and
process — is handled compositionally. In addition to thecitral components
of models, we consider also the environment within whichsteay exists:

Environment All systems exist within an external environment, which is
typically treated as a source of events that are incident tipe system rather
than being explicitly stated. Mathematically, environtseare represented
stochastically, using probability distributions that aeempled in order to pro-
vide such events [CP09, CMP09, CMP10, CMP12].

The key structural components are considered, drawing classical dis-
tributed systems theory — see, for example, [CDKOQ]:

Location Places are connected by (directed) links. Locations maghbbe
stracted and refined provided the connectivity of the linkd the placement
of resources is respected. Mathematically, the axiomsofmations [CMP12]
are satisfied by various graphical and topological strestuincluding simple
directed graphs and hyper-graphs [CP09, CMP09, CMP10, @JP1

Resource The notion of resource captures the components of therayste
that are manipulated by its processes (see below). Resourdede things
like computer memory, system operating staff, or systemsyses well as
money. Conceptually, the axioms of resources are that theype combined
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and compared. We model this notion usifmartial commutative) resource
monoids]OP99, CMP12]: structureR = (R,LC,o0,e) with carrier seR, pre-
orderC, and partial binary compositiom with unit e, and which satisfies the
bifunctoriality condition RC R andSC S andRo Sis defined implieR o S

is defined anRoSC R oS, forallR, SR,S € R;

Process The notion of process captures the (operational) dynaofittse
system. Processes manipulate resources in order to d#igesystem’s in-
tended services. Mathematically, we use algebraic reptaten of processes
based on the ideas in [Mil83], integrated with the notionsesfource and lo-
cation [CP09, CMP0Q9, CMP10, CMP12].

Let Act be a commutative monoid attions with multiplication written as
juxtaposition and unit 1. Let, b € Act, etc., so that their multiplication is writ-
tenab, etc.. The execution of models based on these conceptsirasléed
in [CMP12], is described by a transition system with a basigcsural oper-
ational semantics judgement [Mil83] of the folmR E - L/, R, E’, which
is read as ‘the occurrence of the actmavolves the proceds, relative to re-
sourcesR at locationd., to become the proce&s, which then evolves relative
to resource®R’ at locationsl””. The meaning of this judgement is given by a
structural operational semantics [Mil83]. The basic cats know as ‘action
prefix’, is the rule

LLRa:E-% L/ R,E H(LR3) = (L.R).

Hereu is a ‘modification’ function from locations, resources, aations (as-
sumed to form a monoid) to locations and resources that idescthe evo-
lution of the system when an action occurs. Suppressingitoafor now,
a partial functionu : Act x R — R is amaodificationif it satisfies the follow-
ing conditions for alla,b,R, S 1(1,R) =R if RoSandu(a,R) o u(b,S) are
defined, theru(ab,Ro S) = p(a,R) o u(b,S).

There are also rules giving the semantics to combinatorgdacurrent
composition, choice, and hiding — similar to restrictionS&€CS and other
process algebras (e.g., [Mil83]) — as well for recursion: &ample, the rule
for synchronous concurrent composition of processes is

LRE-%LU,RE MSF-2M,SF
L-M,RoSExF 22 1/.M',Ro0S,E' x F'

3
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where we presume, in addition to the evident monoidal coitipas of ac-
tions and resources, a composition on locations (hereenr#s). The rules
for the other combinators, with suitable coherence comtion the modifi-
cation functions, follow similar patterns [CMP12]. Notettour choice of a
synchronous calculus retains the ability to model asynohfMil83, dS85]
(this doesn't work the other way round).

For another example, a key process construct for this papem-determi-
nistic choice or sum:

LLRE -2 L'.R,E

5 =12
LLRE1+E 25 L',R,E

For example, suppressing location and resource, a prégess+ (b:F) + (c:
G) will evolve to becomeE, F, or G depending on the next action beiagb,
orc.

Along with the transition system described here comes, éinsttnse of
Hennessy—Milner [HP80, CMP12], a modal logic [CMP12] witkske judge-

ment
L,R E = ¢,where the propositiop expresses a property

where the propositiop expresses a property of the proc&sexecuting with
respect to resourceR at locationL. This logic includes, in addition to the
kinds of connectives and modalities usually encountergatdcess logics, a
number of substructural connectives and modalities ttehalpful in reason-
ing compositionally about resource-bounded systems [CMEPQ09]. This
modal logic can also be extended to the stochastic world. dsount of this
logic and its extensions is beyond our present scope, bubwibf interest in
further work.

In order to model trust domains, we work with a version of thisdelling

framework that is enriched in two ways:

- First, rather than consider a simple process evolufior®s E/, we con-
sider processes that evolve in a given surrounding cor@exthich also
evolves: essential\C(E) > C'(E’) (see [ACP13b, ACP13a] for de-
tails);

- Second, and critically, we enrich the calculus with a notbatility, so
that associated with an evoluti@fE) - C'(E’) is cost,K, determined
by the agenE'’s utility function, Kg, which records the cost associated
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Cost M M,

Figure 5.4: Iso-utilities and Trust Domains.

with each choice made during the execution. The theory efgracess-

utility calculus is presented in [ACP13b, ACP13a].
So, within a system model, where an agent is represented ras@sg, at any
given point in the agent’s execution, the process is astwatiaith a location
(which we suppress for now) within the system and has acoesstllection
of resources. That is, the agent has a state. As described,abe agent is
also associated with a utility function. Here we interphet aitility function as
a loss function, associatingcast k (a) with each choicey that is made as a
process executes, so that the traagf the process that describes agérgiives
the total cosK of an agenE’s execution:

Ke(o) = Ke (). (5.1)

For now, we consider just finite traces.

Figure 5.4 illustrates the intuition underpinning the ogpicof a trust do-
main using these concepts: The agEnmay be given one of two different
choices of cost (utility) function. IKg = K, thenF is not within E’s trust
domain at either th&; or Ky levels. If, howeverKg = L, thenF is within
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E’s trust domain at thé,, but not at the; level. AgentF’s cost functionM,
includes agenG at theM; level, but not at théM; level My < My). F’ is in
no-one’s domain at any of the given levels of utility.

The formal definition of a trust domain is set up, using thecpss-utility
calculus, for an ageri together with a property required (by the agent or
by the designer/manager) of the part of the system or calecf agents that
is to be trusted, the agent’s utility functi®, which assigns values to choices
made as the agent executes, and a bd&lnd the total cost of the trace, which
characterizes the total acceptable cost to the agent imirgpor interacting
with other parts of the system or other agents within it.

The trust domain is then constructed as a collection of et&teithin
which the agent may evolve whilst maintaining the propstbigwhich it deter-
mines trust. Two properties are required to establish devidéfinition. First,

a boundK on the cost thakE is prepared to incur. Second, a propositional as-
sertiong about the state to whidh can evolve within that cost constraint. So,
if Ris the resource initially associated wiih then — greatly simplifying for
this report — we can define, whegeis a trace or sequence of actions,

TD(E, ¢,Ke,K) = {C|thereexistclose6 and trace

o suchthaR E 25 SF
and SFEc @

and Kg(o) < K}, (5.2)

where the resourcB is that which is derived fronR by the the traces and
C(E) % C'(F). The details may be found in [ACP13b, ACP13al.
* * %

In this chapter we have discussed how modelling helps in¢lieldpment and
evaluation of trust domains. We have seen how modelling éoification can
help to ensure desired properties of a protocol, of compsnamd of com-
plete systems, and how it can help to ensure that no undesiopeérties exist.
We have then discussed how evaluation can help to improvsideenaking,
both in the design phase and in the run-time phase of a systethe design
phase, modelling helps to optimise within the tradeoff ket performance
and security, by illustrating the consequences of choicethe information
flow within the system and on performance and security metidt run-time,
modelling helps to understand the consequences of desigith respect to
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sharing data. Our modelling illustrates the informatiomBiahat are likely
to result from sharing data with other parties, and thussh#ip user to avoid
decisions that may result in unintended flows.

This chapter is based on the Trust Domains deliverable D82LB] and
on Milestone M5 [RBA13], as well as on numerous academic ipatibns,
referenced throughout. As we only give an overview here,dvésa the reader
to consult the original publications for the details.
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Chapter Six

Trust Domains in Practice

In this chapter we discuss approaches for supporting anteimgnting trust
domains. The approaches discussed here span a broad rangeoh-technical
communication to technical frameworks for specific usessasf trust do-
mains. In particular, we discuss the following:

- Game-based communication of issues, requirements, adeloffa of
trust domains.

- Evaluation of security and performance issues in a settitigowt spe-
cific technical support for trust domains.

- Support for trust domains in the setting of conference degdion.
- Support for trust domains in a general collaboration sgttin

We may distinguish application-scenarios for these amtres as illustrated
in Table 6.1: On the one hand, we may consider whether the flvarks
structured and well-known in advance, or whether it is ieh#y unstructured.
On the other hand, we can differentiate between scenariesathe members
of the trust domain are determined in an ad-hoc fashion atinue or where
they are known in advance.

Figure 6.1 illustrates the general flow of the chapter andjthestions that
the approaches address: The Game, as presented in Sedtidrlfs to un-
derstand and explore the principal/agent problem inhérestipporting trust
domains by security measures measures in general sits&titrout particular
reference to any technology. Model-based evaluation ifexpm Section 6.2
to support high-level decision-making when building syssehat require trust
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Structured Workflow Unstructured Workflow

Ad-hoc Membership — Trustworthy Collaboration
System
Pre-set Membership The Game, AMG —
ConfiChair

Table 6.1: Support for Trust Domains, classified by the matdithe workflow
(structured/unstructured) and the nature of domain meshipes (ad-hoc or
pre-set).

domains. Sections 6.3 and 6.4 then present software pakKaajespecifically
support trust domains in two application domains.

6.1 Communication and Customer Engagement: The
Game

Trust domains often need to be established in complex sosnesmprising
various levels of hierarchy in different organisationscfology is deployed
to address concerns that might undermine trust, yet ulélpatust is a sub-
jective assessment made by the parties involved.

In order to establish trust and trustworthiness, orgaioisattypically set
policies on the handling of data and processes. Howeveh palicies are
rarely enforced, usually only in exceptional cases, whédds employees to
interpret policy according to personal priorities and gations, for example
the need to share information quickly. This creates tenbitween the em-
ployee and the organisation when, with the best intentiomsind, employees
take ‘shortcuts’ that place the organisation at risk. Ustderding how these
risks arise, and more importantly the likely extent and iotghey may have
on an organisation, is key to managing information secuntyether that in-
volves setting effective policy or deploying technologycasitrol points that
enforce certain behaviours.

Viewed from an economics perspective, the relation betveeganisation
and employees is a classic example of the principal-agebtgm [MCWG95].
In the worst case tensions between the principal and the agsate asymme-
tries that exhibit moral hazard behaviours [Hol79], whegerds subject the
principal to undesirable (i.e. excessively risky and ustinorthy) actions sim-
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Communication and Understanding the
Customer Engagement Principal-Agent problem
v
| Model-based Evaluation | High-level decision-making
Trust-Domains in Trust-Domains in Software for
Conference Organisation General Collaboration Trust Domains

Figure 6.1: General Structure of the Chapter.

ply because they do not adequately understand the effgchéwe on the prin-
cipal. Likewise, the impact of policy settings may not be igtiately obvious
to the principal. The empirical study in Section 2.4 (Cha@éllustrated that
the principal-problem affects trust domains. Employegécally mean well,

but conflicting priorities may make it difficult to performdies both securely
and efficiently.

Gamification is an emergent approach that utilises priesifilom game-
playing to solve practical problems (for a recent overvisee [HKS14]). By
abstracting away from particular technical aspects, gaatitin helps to un-
derstand the general features of the problem, and to find akwians. In the
following we present a simple game developed to illustriaéeidsues, require-
ments and tradeofs of establishing and enforcing trust dwmnaarticularly
addressing the principal-agent problem. This game is ugddbEnterprise
Services (HPES) to walk the customer through the decisiakimg process
and explore the role of positive intervention. This helps tlustomer better
understand their situation and allows them to discover aptbee tradeoffs in
an intuitive manner without necessarily referring or coaising to technical
solutions.

The game is based on classical board-game principles inhwitoken
moves between fields on a board, the goal being to successfalth the end
field. Each field represents a step that corresponds to a warkifttion tar-
geted on the information-sharing goal. Each field carrigb e certain prob-
ability that a security breach may occur when the token ishenfield. The
agent controls the token and receives a reward for everyessfid traversal
of the board in which they reach the end goal (field). The fpcis also
rewarded for successful traversals by the agent. Addiipriaowever, the
principal pays a penalty every time a security breach ocdtrs principal can
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try to control the agent’s behaviour by either blocking feetd by specifying
penalties that the agent has to pay should a security breacin. o

Both the agent and the principal try to maximise their rewatuit their
incentive-structures and their options differ. The agsmirimarily concerned
with traversing the board quickly (in order to maximise re#yaand can con-
trol his actions directly, whereas the principal must take account penalties
arising from actions by the agent, which he can only contrdirectly. The
customer (acting as the player) takes the role of the prahciphile the agent
is simulated by an ant-routing algorithm [GSB02] that shascfor an optimal
route across the board. By choosing different cost-funstiand weights in
the routing algorithm, different agent personas (e.g. -aigsrse, risk-affine)
can be implemented and their interaction with controls hgard.

The version of the game discussed in the following is comphodsed. The
game can also be performed as a traditional board game. divéhsion, the
roles of the principal and the agents are played by humaregaynd ran-
dom events are simulated by dice or by a computer. The baartegersion
provides for more intuitive interactions and may be morerappate in some
contexts. On the other hand, the computer-based versiowiis efficient at
exploring different options.

The game can be tailored to the customer’s specific apmicatomain.
In the following, we present its application in a Bring-YeQwn-Device sce-
nario. Scenarios of this kind, where employees use theirdmvites to access
company data, have become increasingly popular in recens yleut introduce
additional security risks [Inf].

The Game in the Bring Your Own Device (BYOD) Information-Sharing
Scenario In this example, employees of a company need to send imgortan
messages with highly sensitive content. The company aliiffiesrent ways of
accessing its infrastructure: First, the employee can Senthessage from the
company machine, which is located within the company’s effiailding and
connected to the wired company network. Second, the employy use their
own laptop, either by logging into the webmail interfacelt# tompany or by
connecting to the company’s mail server through the compatiryual private
network (VPN). Finally, the employee may also use their owraitphone to
send the message, either by logging into the company’s wébtexface, or
by sending the message using their own private mail accolimése means
of transmitting messages have different probabilitie®aking the transmitted
data. It is reasonable to assume that the traditional wagrafing the message
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within the company building is most secure, whereas thet@imail account
is likely to be compromised. On the other hand, the more gegptions re-
quire access to the company building and thus involve a higine overhead
than the least secure option. Therefore, the company magrssdering im-
plementing a strategy that allows employees to utiliser tben devices, but
needs to understand the impact of such a strategy on thetgeafuts infor-
mation.

In this scenario thagentis the employee, and their goal is to transmit the
message as fast as possible, while also avoiding poterraliies by their
supervisors. The choices of the agent are displayed byrigtup of the paths
that they are most likely to take. Therincipal is the company owner, who
tries to optimise the company’s profit. The profit is affedigdhe employee’s
performance in transmitting messages (i.e., better cornation will increase
the company’s income), but also by penalties imposed by ihigodties, e.g.
the UK’s Information-Commissioner’s Office (ICO). The aothies are as-
sumed to issue a financial penalty each time a message'stoate leaked,
and this financial penalty is substracted from the compangsme. The prin-
cipal may set policies that discourage the employees frangeertain modes
of transmitting information, and enforce these policiegpbyalising them for
digressions. Furthermore, the principal can also blockesaays of data trans-
mission by technical means, e.g. not accept mail from engasyprivate de-
vices. The game allows the player to take the principal'sipof view and
employ both of these mechanisms to explore their impact eméhaviour of
employees and on the company'’s financial performance.

6.2 Model-based Evaluation

In this section we illustrate how the modelling approachescdbed in Sec-
tion 5.2.2 can be used in the evaluation of the tradeoffs éetvsecurity and
performance when establishing trust domains in a scendreravthere is no
specific technology support. That is, while we assume trexretare mecha-
nisms for securing and restricting information-flows, kekwith the approaches
described in Sections 6.3 and 6.4 these mechanisms areegrated in a so-
lution that revolves around trust domains principles.

We use the Mergers and Acquisitions (M&A) example, as infceEtl in
Chapter 1: Two companies want to merge, and are supportethéyla which
employs the services of external accountants and lawyenslpwith some
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steps of the process. From the point of view of the infornrafiows between
different organisations, this process can be broken upsienen steps:

1. The bank contacts the companies to obtain required data.

o o~ w N

7.

The companies respond with the data.

The bank forwards the data to a external analysts.

The external analysts respond with their reports.

The bank contacts a lawyer and requests a contract to e dia
The lawyer responds with a contract.

The bank forwards the contract to the companies to bedigne

For simplicity, we assume that in each of these steps theesérad the choice
between the same three means of transmitting the data:

Print and Post. With this mode, the sender first prints the documents and then

uses a courier service to deliver it to the recipient. Whitsttransmis-
sion is secure from leakage, this mode is also very slow.

Public Cloud Document-Sharing Service. With this mode, the sender uploads

the documents to a service in a public Cloud, such as DropB&Google-
Docs, whence the receiver can download them. This mode ysfast,

but can be expected to be very insecure, as the provider giuhkc

service has access to the data, and attackers might alsdebt aain

access.

Virtual Clean-Room via Locked-Down Virtual Machine. With this mode, the

data is stored on a server at the bank. The server can onlycbessd by
a virtual machine provided by the bank. This virtual machmecked

down such that data cannot be exfiltrated from it by an attackhis

mode is very secure, but involves additional start-up clostgistalling

and running the virtual machine, and is therefore relagigtbw, when
compared to the Cloud service.

The properties of the three transmission modes are reflgctbe parameter
settings on their outgoing edges: Highly secure modes highehattack costs
than insecure ones, and faster modes have higher infomrtitio rates than
slower modes.

We furthermore assume that the workflow has to be finishedmitcer-
tain timespan. We then want to find policy settings that disage users from
using insecure modes, whilst also ensuring that the prasdssshed within
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the allotted time. The penalty settings on the arcs are usexdress different
policy choices, i.e. we assign high penalties for connestio/from nodes that
are undesirable. The cost function is defined such thatitmstvery high costs
if the time available for the workflow would be exceeded, ameeaghted sum
of the expected time to completion and the penalties otlserwi

Figure 6.2 illustrates the resulting information flows forecsetting. In all
steps, the bank is on the left-hand side, while the otheypsuon the right-
hand side. The policies are set such that the virtual cleamrsolution is
preferred. We observe that in Steps 1-6 the parties foll@ptblicy. However,
in Step 7 the data is being transmitted through the Clouds®rThis is caused
by the fact that in this step the virtual clean-room solut®too slow to enable
the completion of the workflow, and a faster solution is reggli This can be
interpreted as the case where the employees run out of tichtharefore use
a faster method, even though it presents a higher risk. Wel ¢éguto enforce
compliant behaviour by more restrictive policies. In thisigario, however, we
would not be able to find a better solution, as the timespath®process is
too short to be finished by exclusive use of the virtual clezom.

6.3 Trust Domains in Conference Organisation:
ConfiChair

In this section we describe the ConfiChair conference reéagwystem. Our
discussion follows the presentation in [ABR12]. In [ABR1Bg approach has
been generalised to a wider range of competition probleotd) as procure-
ment or employment.

The ConfiChair approach addresses the problem of managingetiew
process for scientific conferences using an untrusted Ghoonder for stor-
age and processing. The goals of the system are to ensuréhéh@ioud
provider cannot access the contents of papers and revieweisin its plat-
form, and that it cannot infer reviewer-author relatiopshi.e. that the Cloud
provider cannot infer which reviewer reviewed which papgdithe same time,
the Cloud provider should be able to provide storage andgssing, such as
the forwarding of data and the computation of statisticse $ystem achieves
this by employing strong encryption on contents of papers r@views and
by using anonymised identifiers that are mixed between stHps process is
described in detail in [ABR12, ABR13]; here, we considerdrh the perspec-
tives of the users of the system:
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Step 1: Request Information Step 2: Send Information

Step 3: Request Analysis Step 4: Send Analysis

Step 5: Request Contract Step 6: Send Contract

Step 7: Finalise M&A

Parameter Fieds.

Figure 6.2: Information flows in the M&A setting, modelled the AMG tool.
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The conference chaifirst creates a symmetric ké§tons and a public/pri-
vate key pair for the conference and setdg,s to the reviewers through a
channel that cannot be accessed by the Cloud provider. Tdietblen waits
for papers to be submitted by the authors. Eaathor encrypts their paper
with their own key and encrypts this key with the public keytw# conference.
Both the encrypted paper and the encrypted key are thendgdo®uring the
paper submission phase, a database of paper keys encryiphethevpublic
conference key and a database of papers encrypted withplee kays are cre-
ated at the Cloud. Each paper in the database is assigneduseldentifier
A. In order to initiate the review phase, tbleair downloads the key database,
decrypts its contents using the private conference keygrass new identi-
fier u to each identifierA, and re-encrypts the contents with the symmetric
conference keYKcont. The modified database is then uploaded to the Cloud.
Referring to the entries of this modified database, the adssigns reviewers
to papers using the identifies The Cloud then notifies reviewers of the pa-
pers that have been assigned to them and forwards the eediiygys for these
papers. Theeviewersdownload the database of encrypted papers, decrypt the
encrypted paper keys (using the shared conference keyjleangpt the papers
assigned to them. After reviewing, they encrypt their rergiavith the confer-
ence key and upload them again. The reviews are referredtteeligentifiers
U, and hence the Cloud cannot infer which paper (identifiecdentifierA) a
particular reviewer has accessed. In the final stageghhi creates a natifica-
tion for each papek, encrypts it with the paper’s key, and requests the Cloud
to forward the notification to the appropriate author.

Formal Verification of Security Properties ConfiChair aims to protect con-
tents of papers and reviews from being accessed by the Cimadto prevent
the Cloud from linking authors and reviewers. These progerre formally
verified in [ABR12], using the ProVerif tool [BAF08, Pro]. ks we give a
very short summary of the underlying modelling method

In the proof of the required properties, the concepilmdervational equiva-
lence[RS11] is applied. That is, it must be shown that two exeagtiof the
protocol with different inputs are indistinguishable frahe point of view of
the Cloud. For instance, in order to prove that the contehpmapers cannot
be accessed by the Cloud, it must be proven that the Clouddemogannot
distinguish an instance where an author has submitted ther Pafrom an
instance where the same author has submitted a differeat pap
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In order to prove the desired properties, the ConfiChairquaitis mod-
elled using the ProVerif process calculus. In this calctihesevolution of the
system is described in terms of processes, messages aneMatrations. The
resulting model, along with the desired property (i.e.,avlational equiva-
lence), is then submitted to the ProVerif tool, which retiwhether the prop-
erty holds.

In the ConfiChair system, trust is established by the usestitg in the se-
curity of the protocol, and trust in the security of the systis based on trust
in the validity of the proof. The security of the protocol Haeen proven by
formal verification in [ABR12]. ConfiChair thus enables theation of trust

domains with guaranteed security properties. Note, hokvévat in order for

the proof to be valid the workflow must be known beforehand, iamust be

guaranteed that all participants follow this workflow. Ietformer does not
hold, then the model cannot be formulated, if the latter tssatisfied, then the
protocol that is executed is not the same as the one repegeskythe model,
and therefore the statements derived from the proof do ndt H@onfiChair

and the modelling applied to prove its properties thus sttpgpest domains in

scenarios where there is a fixed, well-known workflow.

6.4 Trust Domains in General Collaboration: TCS

In this section we discuss the Trustworthy Collaboratioat&mn (TCS), a sys-
tem for general, light-weight collaboration between indials and organisa-
tions. The TCS supports the user in sharing data in a trustwevay by pro-
viding mechanisms for secure sharing and model-basediolesigpport both
at design-time and at run-time of the system. In contrastedonfiChair sys-
tem discussed in Section 6.3, the Trustworthy CollabonaBgstem assumes
an open scenario where only very little control can be egesteusers. In such
a system the establishment of trust is vital to the operatfdhe system; at the
same time, the flexibility inherent to the system proveslehging.

The collaboration platform offers elegant sharing optitogether with an
attractive user interface that can be used across a wide @frgjationary and
mobile devices, thus providing the user with an easy, efftoiay of sharing
data and documents. The platform complements these attsilith explicit
support for trusted sharing of information, made possilylehe following
features:
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1. Model-based decision support during setup. Users wgsttirset up a
collaboration will be offered a number of different opticarsd also need
to decide on membership criteria. Users are supported in ¢heice
of enabled context groups by a model-based approach thditfgand
displays the performance, dependability, and securitpgnttes arising
from a particular choice of context groups and anticipateser €harac-
teristics.

2. Model-based decision support during operation. Durjpgration, user’s
choices of who to share documents with when and using whichade
are supported by model-based predictions of the resultusg proper-
ties. Users can therefore make informed decisions basedether the
predictions are sufficient to meet their expectations.

3. Monitoring of the security state of client devices. Th#éadmoration plat-
form aims to monitor the security state of client deviceg] ames the
state information to display the current security progsridf the sys-
tem. Using this information, users can assess whether tierayis
sufficiently trustworthy to be used for the specific task atchaurther-
more, monitoring data is used both in establishing a pravea#&rail and
in predicting the impact of decisions on the trust propsrithe system

In the following we first describe the scenario we use forsiitating the prin-
ciples of the Trustworthy Collaboration System and thenuis the operation
of the system.

6.4.1 Scenario Description

In our discussion of the TCS we focus on the following appia@ascenario:
An individual giving a presentation wants to present sommidtents and data
for access via a web browser, as some parts of the audienceahbg present
in the same location. The presenter does not trust everyotteeiaudience
to handle all of the presented material securely, and tberefould like to
be able to restrict access to some parts of the presentdimhermore, the
presenter wants to be able to base the decisions on who te slitér on a
measure of the trustworthiness of that person.

6.4.2 TCS Workflow

Figure 6.3 illustrates the workflow when using the Trustiwpr€ollaboration
System: First, the creator of the trust domain (who need matlbntical to
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TCS Gateway
Create Trust Domain
TD Creator
Parameters %—l |
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Share Document Instance Trust Engine
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Tool
I
Audience Member <

Figure 6.3: General schema of the TCS System.

Browser & Plugin Data

the presenter) connects to the TCS Gateway and requests BG®mstance.
The creator can then customise the instance by selectingdtess-control
level and by parameterising theustworthiness computation function3he
access-control level can be chosen between public, sevaitprand private.
The trustworthiness computation function is used inThest Engineto com-
pute the trustworthiness of connected users. The functisedthe trustwor-
thiness of the user on the browser they are using and on thef Ilrowser
plugins. The creator parameterises the function by assigmustworthiness
values to a selection of browsers and plugins. These vahresebased on the
creator’s subjective assessment of the trustworthinesadaf of these choices,
and are generally guided by the policy of the organisatiam.ifstance, an or-
ganisation may stipulate that only the Firefox Web browsihaeut the Flash
plugin is considered secure, and the creator would themsetustworthiness
values accordingly.

In the next step the creator requests feedback on the seofitite chosen
settings. This data is generated by evaluating a Gnosis-gehio the back-
end. The Gnosis++ model represents attendees as agents temsiplates to
describe classes of attendess, and simulates the behattheragents during
the meeting and for a time afterwards. Agents may share tfag alathey may
leak it inadvertantly. The likelihood of leakage is influedcby the chosen
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parameters, i.e. a more secure choice will lower the likelthof leaks occur-
ring. From evaluation of the model the distribution of therber of leakages
is obtained and displayed to the creator.

At run-time the presenter connects to the newly created hSamce and
invites audience members, by communicating the URL of th&aimce to the
audience. The URL may be communicated in text form, or it magown
as a QR code, which enables easy sharing of the URL informatteen au-
dience members are in the same location. Audience membenecbusing
their browser and are then shown the shared material. Asrdsepter pro-
gresses through the material, the display is being updaiettieo audience’s
devices automatically. The TCS monitors the browser anthttvrser plugins
employed by the user and stores this data in the Trust Engihis. data can
easily be obtained from the HTTP headers sent by the browser.

For each page or slide the presenter may select which awdmambers
it is to be shared with, on an individual basis. This choicenade based on
the trustworthiness of the recipients and on predictionth@fnformation flow
resulting from sharing the document. The trustworthindésserecipients can
be requested from the TCS system and is displayed in a cotmed way. The
value is computed by the Trust Engine, using the trustwoetsé computation
functions defined earlier. That is, if a user is using a broipdegin combi-
nation that is not considered trustworthy, their trustivioréss value will be
low. The information-flows resulting from a choice are digd by a colour-
coded representation of the expected probability of artyegétting access to
the data. This data illustrates to the presenter the imgabiedr sharing de-
cision, i.e., the presenter will be shown who the data maydseirflg to as a
result of their decision, and can accordingly revise theaision. The informa-
tion flow is computed using the online-modelling generataai (OMG Tool),
which we described in Section 5.2.3. The model consideeethets of users:
The presenter, the set of intended recipients, and the setiafended recipi-
ents. Itis assumed that data can flow directly from the ptesémthe intended
recipients. Each intended recipient is also connectedesét of unintended
recipients. The rate of data-flow along each of these latigee reflects the
trustworthiness value of the originator: Intended reaaifs with a high trust-
worthiness value have a low rate of leakage, while low trostliness implies
high leakage rate. By solving the resulting OMG model, ljkahta flows are
identified. These are illustrated by the likely distributiof data. Based on
the displayed output, the presenter may then decide noti® shpage of the
document with a specific member of the audience, or to redoem to first
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change their browser, such that it complies with the requénets (resulting in
an increase in trustworthiness).

* % %
In this chapter we have discussed several practical apipesaor trust do-
mains. These span the range from informal methods aimedoabuimg com-
munication and enabling exploration to systems developedifically for sup-
porting trust domains in practical scenarios.
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